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This paper demonstrates how to use multiple channels to improve communication performance in Wireless
Sensor Networks (WSNs). We first investigate multi-channel realities in WSNs through intensive empiri-
cal experiments with Micaz motes. Our study shows that current multi-channel protocols are not suitable
for WSNs, because of the small number of available channels and unavoidable time errors found in real
networks. With these observations, we propose a novel tree-based multi-channel scheme for data collection
applications, which allocates channels to disjoint trees and exploits parallel transmissions among trees. In
order to minimize interference within trees, we define a new channel assignment problem which is proven
NP-complete. Then we propose a greedy channel allocation algorithm which outperforms other schemes in
dense networks with a small number of channels. We implement our protocol, called TMCP, in a real testbed.
To adjust to networks with link quality heterogeneity, an extension of TMCP is also proposed. Through both
simulation and real experiments, we show that TMCP can significantly improve network throughput and
reduce packet losses. More importantly, evaluation results show that TMCP better accommodates multi-
channel realities found in WSNs than other multi-channel protocols.
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1. INTRODUCTION
As an emerging technology, Wireless Sensor Networks (WSNs) have a wide range of
potential applications, including environmental monitoring, smart buildings, medical
care, and many other industry and military applications. A large number of protocols
have been proposed for the MAC, routing and transport layers. However with a single
channel, WSNs cannot provide reliable and timely communication with high data rate
requirements because of radio collisions and limited bandwidth. For example, in the
Ears on the ground project [Zhang et al. 2006], the network cannot transmit multiple
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acoustic streams to the sink. On the other hand, current WSN hardware, such as
Micaz and Telos that use the CC2420 radio, already provide multiple frequencies. So
it is imperative to design multi-channel based communication protocols in WSNs to
improve network throughput and provide reliable and timely communication services.

Some MAC layer multi-channel protocols are proposed to improve network per-
formance in WSNs. These protocols typically assign different channels to two-
hop neighbors to avoid potential interferences, and also design sophisticated MAC
schemes to coordinate channel switching and transmissions among nodes. For exam-
ple, MMSN[Zhou et al. 2006], TMMAC[Zhang et al. 2007] and MCMAC[Chen et al.
2006] are such protocols designed for WSNs. Simulation results show that they can
significantly improve network throughputs over MAC protocols using a single chan-
nel. In this paper, we focus on how to efficiently use multiple channels in WSNs to
improve communication performance. Different from previous works, we first inves-
tigate multichannel realities found in WSNs through a set of empirical experiments.
Next, we propose a Tree-based Multi-Channel Protocol (TMCP) for data collection ap-
plications, and study a new channel assignment problem. The main contributions of
this work are:

— This paper presents an empirical study of multi-channel realities through intensive
experiments, and analyzes the practical issues of current multi-channel protocols.
We show that these protocols are not suitable for general WSNs because of the small
number of available channels and unavoidable time synchronization errors found in
practice.

— TMCP partitions the whole network into multiple subtrees, allocates different chan-
nels to each subtree, and then forwards each data flow only along its corresponding
subtree. This scheme can work well with a small number of channels and has a very
simple transmission scheme without the need for synchronization at nodes, which
makes it suitable for practical WSNs.

— We define and solve a new problem of how to partition networks into subtrees with
minimizing the intra-tree interferences. We prove the complexity of the problem and
propose a greedy solution algorithm. Evaluation results show that it reduces inter-
ference in dense networks over other schemes.

— We implement TMCP in a real test bed and evaluate its performance through both
simulation and real experiments. It is shown that TMCP can greatly improve net-
work throughput, while maintaining high packet delivery ratios and low delivery
latency. Furthermore, we show that it outperforms other multi-channel protocols.

— We extend the network model to incorporate the link quality and removal of the
edges. A new pruning algorithm is proposed to meet the reliability requirement of
data collection. The evaluation indicates that the pruning procedure is important to
maintains high reliability in networks with diverse link qualities.

The rest of paper is organized as follows. In section 2, we explain related work.
In section 3, we present empirical results from experiments that investigate multi-
channel realities found in WSNs. The design of TMCP is presented in section 4. In
section 5, we describe the related channel assign problem and present a greedy algo-
rithm with its evaluation. In section 6, we evaluate the performance of TMCP with
simulation and real experiments. In section 7, we present the extended TMCP model.
Finally, in section 8, we present conclusions.

2. RELATED WORK
In the general wireless network, a significant number of multi-channel protocols have
been proposed, such as multi-channel MAC protocols [So and Vaidya 2004] [Li et al.
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2003] [Tzamaloukas and Garcia-Luna-Aceves 2001] [Bahl et al. 2004]. These protocols
either require multiple radio transceivers at each node, or need certain kinds of con-
trol messages for channel negotiation. However, they are not suitable for WSN appli-
cations. First, each sensor device is usually equipped with a single radio transceiver,
which cannot function on different frequencies simultaneously. Second, the network
bandwidth in WSNs is very limited and the data packet size is very small. Therefore,
channel negotiation packets can not be ignored as small overhead.

In the literature, MMSN [Zhou et al. 2006], TMMAC [Zhang et al. 2007] and MC-
MAC [Chen et al. 2006] are three multi-channel MAC protocols designed especially for
WSNs. They all try to assign different channels to nodes in a two-hop neighborhood to
avoid potential interferences. We call these node-based multi-channel protocols. Sim-
ulation results show that they improve performance in WSNs compared with single
channel protocols. However, with node-based channel assignment schemes, a node
typically has a different channel from its downstream and upstream nodes. Within a
multi-hop flow, nodes have to switch channels to receive and forward packets which can
cause very frequent channel switching and potential packet losses. In order to avoid
such packet losses, node-based protocols use some negotiation or scheduling schemes
to coordinate channel switching and transmissions among nodes with different chan-
nels. For instance, all three protocols mentioned above use time slots to coordinate
transmissions. They face practical issues in real WSNs, including: 1) a large number
of orthogonal channels are needed for channel assignment in dense networks; 2) they
require precise time synchronization at nodes, 3) channel switching delay and schedul-
ing overhead cannot be ignored because of frequent channel switching, especially for
high data rate traffic, and 4) these protocols are typically complex, which require more
resources at motes. Our paper studies these practical issues through empirical exper-
iments with Micaz motes and shows that node-based protocols may not be suitable for
WSNs in practice. Therefore, two different channel assignment methods are proposed.
A component-based protocol is presented in [Vedantham et al. 2006] which assigns
channels to connected components in wireless ad hoc network, and in [Le et al. 2007],
nodes dynamically select channels based on a control theory approach to achieve load
balance among channels. While these solutions have a similar favor in channel as-
signment to us, our scheme focuses on how to use multi-channels to construct the
optimal topology with low interferences and optimize throughputs in practical WSNs.
To address these issues, a preliminary version of our work was published in IEEE
INFOCOM 2008 [Wu et al. 2008].

Recently, there are more works on solving different scenarios in multi-channel WSN.
To reduce the power consumption in WSNs, [Xing et al. 2009] [Gong et al. 2010] pro-
pose different strategies. The former attempts to use partially overlapping channels
in a low-power wireless networks. The latter makes use of cooperative multiple-input
multiple-output technique to enhance energy efficiency. [Luo et al. 2011] focus on find-
ing a maximum lifetime tree for nodes with different energy constraint as a semi-
matching problem. To solve control channel saturation and triple hidden terminal
problems, [Li et al. 2010] proposes utilizing an receiver-initiated MAC protocol with
duty cycling. Besides, the channel assignment problem also attracts and leverages dif-
ferent disciplines. For example, a Game Theory formulation of the channel assignment
problem is presented in [Yu et al. 2010] and the Nash Equilibrium of the game is ana-
lyzed.

There is also a rich literature about system and technology in WSNs. From an ap-
plication perspective, the application specific goals cannot be achieved without an un-
derstanding of characteristics in the underlying WSNs,. So the realities of the physical
environment and dynamic nature of the physical world requires the application to
work with a high level of adaptivity. [Lin et al. 2006], and [Liu et al. 2014] both take
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Fig. 1. Transmission power level index vs. Packet reception ratio

an account of an unreliable network in terms of connectivity and capability to main-
tain quality of service. This robustness is often critical in the life-saving and medical
domain in which WSNs plays an increasingly larger role [Zhou et al. 2008], and [Asare
et al. 2012].

3. EXPERIMENTS ON MULTI-CHANNEL REALITY
In order to design good protocols, we need to better understand multi-channel realities
in WSNs. In this section, we first conduct a set of empirical experiments to investigate
multi-channel interference properties of Micaz hardware, including adjacent channel
interferences and interferences with 802.11 networks. These properties are well stud-
ied in wireless ad hoc networks [Zhou et al. 2006] [Petrova et al. 2007] [Mishra et al.
2006], but there is a lack of empirical studies in WSNs. Then we measure the per-
formance of node-based multi-channel schemes on a single path and investigate the
impact of time synchronization errors. With these experimental results, our analysis
shows that current node-based schemes are not suitable for dense and large WSNs, as
well as for applications with high data rates.

3.1. Number of Available Orthogonal Channels
An important parameter for multi-channel designs is the number of channels which
can actually be used in WSNs. The CC2420 radio chip [Instruments 2006] used in
Micaz provides 16 non-overlapping channels, with 5MHz spacing. However, not all
channels can be used in a single sensor network to provide parallel transmissions
because of close channel interferences and interferences caused by 802.11 networks.

3.1.1. Non-orthogonal Channel Interferences. Non-orthogonal channel interferences are
well studied in general wireless networks [Mishra et al. 2006]. For WSNs hardware,
the CC2420 chip specification [Instruments 2006] indicates that the adjacent channel
rejection is 45/30 dB. In the following, we present experiments to study its real impact
on the performance of multi-channel WSNs.

In the first experiment, we place three Micaz motes in a line, with one transmit-
ter, one receiver and one jammer. The jammers transmission is synchronized with the
transmitter to generate interferences. Both the transmitter and the receiver use chan-
nel 11. While the transmitter changes its transmission power, we measure packet re-
ception ratios of the receiver in three cases, without the jammer interfering, with the
jammer interfering at channel 12 (the adjacent channel interference) and at channel
13 (2 channels away). The results of this experiment are illustrated in Figure 1. We
can see that without interferences, the receiver can maintain an above 90% packet
reception ratio until the transmitter uses power levels lower than 3. However, with
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(a) RSSI vs. Reception ratio without interfer-
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Fig. 2. RSSI and Packet reception ratios under two types of interference
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Fig. 3. Packet reception ratios of different channels

adjacent channel interferences, the packet reception ratio decreases to 50% when the
transmission power level is below 7, which clearly shows that adjacent channel inter-
ferences greatly impact radio reception and they are not negligible. On the other hand,
the curve of the two channel away interferences is very close to the one without inter-
ferences, which implies that the impact of two channel away interferences is small. We
run the same experiments with other channels, and they show the similar result.

In order to further investigate the impact of adjacent channel interferences, another
set of experiments is conducted to determine the relation of Received Signal Strength
Indication (RSSI) threshold and different channel interferences. In these experiments,
we fix the positions of the receiver and the jammer, which are 2 feet apart, and the
transmitter moves along the line in different places. Experiments are run in two cases,
with and without adjacent channel interferences. Results are shown in Figure 2(a) and
(b), where each data point presents a pair of RSSI and packet reception ratios. We can
see that the RSSI threshold for above 90% packet reception ratio is around -87dB
without interferences, while that threshold increases to -77dB with adjacent channel
interferences. Transmission links with RSSI between -77dB and -87dB become unre-
liable when adjacent channel interference occurs. The existence of adjacent channel
interference can cause unexpected collisions and packet losses, and the safe way is to
only use non-adjacent channels in multi-channel protocols.

3.1.2. Interferences with 802.11 networks. Another factor that affects the number of avail-
able channels is the interference with 802.11 networks. 802.15.4 specification shows
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Fig. 4. Packet reception ratio vs. Source Data rate

that one 802.11 channel can potentially collide with four 802.15.4 channels. This prob-
lem is also studied in [Zhou et al. 2006] [Petrova et al. 2007]. Here, we also present
a simple experiment to show how 802.11 networks impact channels in WSNs. We put
8 pairs of Micaz nodes closely together in a department office, where multiple 802.11
networks exist. Each pair uses one unique channel to transmit packets within the pair.
All 8 channels are orthogonal with each other. We run the experiment several times
and measure the average packet reception ratios. Results are shown in Figure 3, with
the standard deviation of each data. We can see only 3 channels (11,19,25) have good
link qualities (reception ratios above 90%), and link qualities of the other 4 channels
are poor (reception ratios around 60%) and unstable (large standard deviations). This
experiment shows that multi-channel protocols must have capabilities to work well
with a small number of available channels. Otherwise their performance may greatly
degrade in such indoor scenarios.

3.2. Impact of Time Synchronization Errors
Another crucial factor which can greatly impact the performance of current node-
based protocols is time synchronization error. As mentioned before, current node-based
schemes need precise time synchronization at each node to coordinate transmissions
and channel switching. But, low-power Micaz motes cannot provide very high time
accuracy. The clock drift of a Micaz is known to be 40ppm (part-per-million), which
means that the clock drift can be 40µs after 1 second. In order to investigate the im-
pact of time errors, we conduct a set of experiments on Micaz motes. We put 5 Micaz
motes on a line. The first node transmits packets to the final node one-by-one hop.
Each node is assigned a unique channel. At the beginning, all nodes are synchronized.

First, we use a simple time-slot based scheme as a prototype of node-based protocols.
In this scheme, a time period of 10ms is divided into two time slots. In the first time
slot, nodes in odd positions switch their channel and send packets to their next nodes,
while nodes in even positions stay at their own channels and receive packets, and vice
versa in the second slot. With different data rates at the source, we measure the end-
to-end performance in terms of packet reception ratios. After these experiments, we
wait for 10 minutes, do the same experiment again without re-synchronization and
measure the second set of results, which present the performance of the node-based
protocol with time errors. Finally, we modify all nodes to use a single channel, and
employ the standard CSMA protocol to transmit packets. These results are illustrated
in Figure 4. It can be seen that without time errors, the node-based scheme always has
higher packet reception ratios than the single channel scheme. The saturated packet
rate (packet reception ratio is above 90%) of the two schemes are around 90msg/sec and
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Fig. 5. The conceptual design of TMCP

50msg/sec, respectively. On the other hand, with time errors, the node-based protocol
has very low packet reception ratios. The saturated packet rate is around 10msg/sec,
which means that the protocol can only support a low data rate for end-to-end traf-
fic (around 3kb/s) without synchronization. This experiment confirms that node-based
protocols can improve communication performance, but have large performance degra-
dation with time errors. Furthermore, this degradation can be amplified in large and
dense networks, with longer paths and more complex coordination schemes. It also
shows that node-based protocols can not provide reliable and stable communication
services for high data rate traffic. One possible solution is to perform the time synchro-
nization operation periodically. For the above experiments, nodes need to be synchro-
nized more frequently than every 10 minutes to guarantee the performance. However,
time synchronization protocols in WSNs can be costly, consuming extra bandwidth and
power, which makes frequently re-synchronizing impractical, especially for high data
rate applications or for dense and larger networks.

4. A TREE BASED MULTI-CHANNEL PROTOCOL
Every multi-channel protocol for WSNs has two main components, channel assign-
ment and transmission coordination. As shown in section 3, the multi-channel reali-
ties of WSNs affect current node-based multi-channel protocols in both components.
The small number of available orthogonal channels cannot satisfy the requirement of
node-based channel assignment, especially for dense networks. Unavoidable time er-
rors impact transmission coordination among nodes with different channels, especially
for applications with high data rates. In order to overcome these two problems in prac-
tical networks, we believe that new multi-channel schemes should first use a coarse-
grained channel assignment strategy, instead of node-level assignment, and secondly,
it should try to avoid complex coordination schemes by reducing channel switching and
communication among nodes with different channels.

On the other side, we also notice that sensor networks have a dominant traffic pat-
tern, the data collection traffic, where multiple information flows generated at sensor
nodes converge to the base-station. Currently, most data collection schemes build some
tree structure connecting the base station and nodes, and then forward packets along
the tree. However, with a single channel, transmission collisions within the tree and
flow congestions at nodes greatly decrease the network performance.
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Based on above observations, we propose a Tree-based Multi-Channel Protocol
(TMCP) for data collection applications in WSNs. The idea of using multi-channel is
to firstly partition the whole network into multiple vertex-disjoint subtrees all rooted
at the base station and allocate different channels to each subtree, and then forward
each flow only along its corresponding subtree, shown in Figure 5. The superiority of
TMCP is two-fold. First, for practical concerns, with a coarse-grained channel assign-
ment, it requires much fewer channels than node-based protocols. Also since every
flow is forwarded in one subtree with one channel, we do not need a sophisticated
channel coordination scheme, which implies that TMCP can work without the need for
time synchronization. Secondly, for performance concerns, because it assigns differ-
ent channels among subtrees, it can increase network throughput and reduce packet
losses by eliminating inter-tree interferences and exploiting spatial reuses of parallel
transmissions among subtrees.

TMCP has three components, Channel Detection (CD), Channel Assignment (CA),
and Data Communication (DC). The CD module finds available orthogonal channels
which can be used in the current environment. To do this, two motes are used to sample
the link quality of each channel by transmitting packets to each other, and then among
all channels with good link qualities, non-adjacent channels are selected. At this point
we have k channels.

Given k orthogonal channels, the CA module partitions the whole network into k
subtrees and assigns one unique channel to each subtree. This is the key part of TMCP.
The goal of partitioning is to decrease potential interference as much as possible. We
can see that after partitioning, interferences in the original network can be divided into
two categories, one is the interference among different trees, called intertree interfer-
ence, which is eliminated by assigning different orthogonal channels to each subtree,
and the other is the potential interference among nodes within a tree, called the intra-
tree interference. Because we assign the same channel to all nodes of one subtree, the
intra-tree interference can not be avoided in our scheme and becomes the main perfor-
mance bottleneck. So, the goal of partitioning is to divide networks into subtrees, each
of which has lower intra-tree interferences. In next section, we will further study this
problem.

After assigning channels, the DC component manages the data collection through
each subtree. When a node wants to send information to the base station, it just up-
loads packets along the subtree it belongs to. Here, we assume that the base station
is equipped with multiple radio transceivers, each of which works on one different
channel. We can see that because of the tree-based channel assignment strategy, DC
is very simple without the need of time synchronization. Also, the base station can use
this network structure to perform data dissemination. When the base station wants to
send commands or update the code, it can send out packets through all transceivers,
and then packets will go through every subtree and reach all nodes in networks.

5. MINIMUM INTERFERENCE CHANNEL ASSIGNMENT PROBLEM
TMCP uses a new tree-based channel assignment scheme. As mentioned earlier, the
goal of this assignment scheme is to minimize intra-tree interferences. In this section,
we formally define this problem, study its complexity, and present a greedy algorithm,
and evaluate its performance by simulation experiments.

5.1. Model and Problem Definition
We assume that a sensor network is a static graph G = (V,E), where V is the set of all
nodes in the network, and E is the set of edges between two nodes who can talk to each
other in one hop. Here, we only consider the data collection traffic in networks. Next,
we define the interference value of a node in a tree. Reference [Burkhart et al. 2004]
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Fig. 6. A tree with 7 nodes. Each node is labeled with the interference value. The intra-tree interference
value of the tree is 4

introduces an explicit definition of the interference value, based on the number of other
nodes potentially disturbed by transmission of this node. In other words, interference
is considered to be an issue at the sender instead of at the receiver. Because of the fact
that the interference is actually a problem occurring at the receiver, we use a receiver-
centric interference definition. The interference value of a node A is the number of
other nodes by which the reception at A can be disturbed.

Definition 5.1. The interference set of a node u should be defined as INT (u) =
{v|u ∈ D(v, Iv)}, where D(v, Iv) is the interference disk with node v in its center and
radius Iv, and the interference value of a node u is defined as int(u) = |INT (u)|.

Here, we assume that when a node is transmitting, all nodes within the transmitter’s
interference disk will be disturbed. We note that this assumption may not always be
true in real networks because the interference region is not spherical observed in [Zhou
et al. 2005], and interference sets of nodes may change during the time. But we can
use a larger interference disk to cover the actual interference region, and compute a
conservative interference set for each node. We use the interference range Iv instead of
the communication range Rv to describe the interference region. By the observations
of [Zhou et al. 2005], they are different in real networks. Furthermore, we use the
assumption from the protocol interference model [Kyasanur and Vaidya 2005], where
Iv = (1 + α)×Rv, and α > 0 implies that all of u’s neighbors belongs to INT (u).

Next, we define the intra-tree interference value of a tree. There are two concerns.
First, we should use the maximum interference value Imax as the interference value
of the tree. Given the bandwidth B at each node, it can be proved that the theoreti-
cal lower bound of the single-flow capacity in this tree is B/Imax. Thus, Imax decides
the lowest data rate of a single flow through the tree, which is important for applica-
tions. Secondly, since our interference model is receiver-centric and leaf nodes are not
receivers in data collection traffic, the interference of a tree is the maximum interfer-
ence value among all non-leaf nodes.

Definition 5.2. The intra-tree interference value of a tree T is defined as int(T ) =
max{int(u) : u is a non-leaf of T}

As an example, the intra-tree interference value of the tree in Figure 6 is 4, in spite
of the fact that there is a leaf node with the interference value of 5. Here, we want to
emphasize that dealing with the non-leaf condition is not trivia. In fact, it implies that
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if a node has a large interference value, we can set it as a leaf and then it is not needed
to receive packets from other nodes in the data collection traffic. By doing this, we can
indeed reduce the interference in the tree.

Now, we can define the partition and channel assignment problem. Given k available
orthogonal channels, the problem is to Partition a sensor network into k vertex-disjoint
trees with Minimizing the maximum intra-tree Interference value of all Trees, called
the PMIT problem. Next, we study its complexity.

5.2. The Complexity of the PMIT problem
The PMIT problem is similar to graph coloring problem, but different at that this
problem requires that nodes with the same color construct a tree with minimum in-
terference, while the graph coloring problem seeks independent sets for each color.
Unfortunately, we find that this problem is also NP-complete, like the graph coloring
problem. First, we restate this optimization problem as a decision problem. Given an
integer d, the decision PMIT problem < G, k, d > is to determine whether a graph G
can be partitioned into k node-disjoint trees and the interference value of every tree is
no more than d. The following theorem shows that this problem is NP-complete.

THEOREM 5.3. The PMIT problem is NP-Complete.

PROOF. First, it is clear that PMIT belongs to NP problem, because given a partition
we can calculate the interference value of each non-leaf node of trees, and get the
interference value of each tree. This verification can be performed straightforwardly
in polynomial time.

Next, we prove that the PMIT problem is NP-hard by reducing the k-coloring prob-
lem to PMIT. Given a graph G = (V,E) and k colors, the k-coloring problem is to deter-
mine whether each node can be assigned one color such that adjacent nodes must have
different colors. Before the reduction, we first calculate the maximum degree ∆ among
all vertices of G. Then we define a structure ∆ + 1-star, where a ∆ + 1-star consists of a
vertex as the core and ∆ + 1 other vertices which are all adjacent to the core but have
no edges to each other. The reduction algorithm takes as input an instance < G, k > of
k-coloring problem. It modifies the graph G into a new graph G′ = (V ′, E′) as follows.
First, we add a new vertex r as the root, and directly connect the root to every vertex
in G. Then, for each edge (u, v) ∈ E, delete this edge, add a new ∆ + 1-star, called Suv,
into the graph and connects u and v to the core of this star respectively. At last, we cal-
culate the proper interference range of each vertex, such that the interference disk of
one vertex only covers its neighbors; in other words, the interference number of a ver-
tex equals to its degree. After these operations, we get a new instance of the decision
PMIT problem < G′, k,∆ + 2 >. Obviously, this reduction can be done in polynomial
time. Figure 7 illustrates an example of the reduction. In the original graph, ∆+1 = 2.
We first add the root, and then add 3-stars to replace every edge of the original graph.

Now, we show that the graph G can be k-colored if and only if the PMIT problem
< G′, k,∆ + 2 > can be satisfied. First, suppose that graph G′ can be partitioned into a
set G of trees T1, T2, . . . , Tk, which satisfy PMIT problem. Then we compute a collection
Γ of sets of vertices C1, C2, . . . , Ck, where Ci = Ti ∩ V . We claim that Γ is a proper k
coloring for graph G. First, it is clear that every vertex of G is contained in one set of Γ.
Secondly, for an arbitrary edge (u, v) in G, if both u and v are in the same tree T after
partitioning G′, the star Suv must also belong to T , because the star only connects to u
and v. In T , the core of Suv is not a leaf and the interference value of the core is ∆ + 3,
since the core has ∆ + 3 neighbors. Then the interference value of T must be at least
∆ + 3, which contradicts the constraint of the PMIT problem < G′, k,∆ + 2 >. So, we
prove that if any two vertices u and v are adjacent in G, they are not in the same tree
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Fig. 7. Reducing k-coloring to PMIT. (a) original graph. (b) after adding a root. (c) after adding stars.

of G, which means that they are not in the same set of Γ. Therefore, Γ is a proper k
coloring for graph G.

On the other hand, if there is a proper k coloring Λ for graph G, where Λ =
{C1, C2, . . . , Ck}, we can construct a set of trees in G′ satisfying the PMIT problem
< G′, k,∆ + 2 >. First, we add the root r into every set Ci of Λ, and then for every
star Suv, because u and v are adjacent, they must be in two different sets Cu and Cv.
We arbitrarily put the star Suv into one of two sets. Suppose it is the set Cu, and then
Cu induces a tree in G′, in which original vertex u of G connects directly to the root
r, and the star Suv connects to u. Next, consider the interference value of T . Since the
maximum degree of u is ∆ in G, then there are at most ∆ stars connecting to u. The
interference number of u is at most ∆ + 1, plus the root. For the core of the star Suv,
the interference number is ∆ + 1, because it lies in a ∆ + 1-star, and only u is in the
same tree. Thus the interference value of T is at most ∆ + 2. Therefore, we can finally
find a set of trees satisfying PMIT.

Above all, we prove that the reduction is legal. Since k-coloring problem is NP-hard,
the PMIT is also NP-hard.

In the light of NP-completeness, there is no polynomial time exact algorithm which
can always find the optimal partition. In next subsection, we introduce a greedy heuris-
tic for the PMIT problem.

5.3. The PMIT Algorithm
In this algorithm, we assume that the interference sets of all nodes are already known.
For a node u, let cu denote u’s channel, and pu denote u’s parent.

This algorithm firstly applies a Breadth-First search algorithm to compute a fat tree
rooted at the base station. There are two important properties of the fat tree. First,
nodes keep its height and have multiple parents on the fat tree. Secondly, the fat tree
is actually a shortest path tree, where branches from the base station to each node are
paths with the least hop count, because we use BFS strategy to build the tree.

Next, we execute the channel allocation one-by-one level from top to bottom on the
fat tree. At each level, we always process nodes with fewer parents first, because they
are less free to choose channels. For each node, we choose an optimal channel, in other
words select an optimal tree to add the node in. The criteria is that the tree must
connect to the node, and adding the node brings the least interference to this tree.
If multiple trees tie, the tree with fewer nodes is chosen. After a node joining a tree,
it selects a parent which has the least interference value among all possible parents
within the tree selected. It is clear that the algorithm covers all nodes of graphs, and
when a node gets a channel, the algorithm ensures it connects to one tree rooted at
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ALGORITHM 1: Greedy PMIT
Input: k channels, a graph G = (V,E), a root r and the interference set of every node.
Output: For each node u, cu and pu
Use BFS-Fat-tree algorithm to construct a fat-tree with rooted at r.;
for each channel i do

Ti = r;
end
for each node u do

cu = 0; pu = null;
end
level = 1;
repeat

node list = {u|height(u) == level; cu == 0}
sort node list in ascending order by the number of node’s parents.
for each node u in node list do

find Ti which keep connected and has the least interference after adding u.
Ti = Ti ∪ {u}; cu = i; pu = v, which connects to u and has the least interference among
all nodes in Ti.
update the interference value of Ti.

end
level ++;

until level > the maximum height of the fat tree;

ALGORITHM 2: Breadth-First-Search Fat tree
Input: a graph G = (V,E) and a root r.
Output: For every node u, its parent set parent(u) and its height in the tree height(u).
for each node u in G do

height(u) = max− integer; parent(u) = null;
end
S = r; height(r) = 0;
for each node u in S do

for each node u’s neighbor v do
if height(v) > height(u) then

height(v) = height(u) + 1;
parent(v) = parent(v) ∪ {u};
S = S ∪ {v};

end
end

end

r, which demonstrates the correctness of the algorithm. The following theorem states
the time complexity of the algorithm.

THEOREM 5.4. The time complexity of the Greedy PMIT algorithm is O(d× k× n2),
where d is the diameter of the graph, n is the number of nodes, and k is the number of
channels.

PROOF. The time complexity of construing a FAT tree is O(d×∆×n), where ∆ is the
maximum degree in the graph. In PMIT algorithm, Step 12 takes O(k×n) in the worst
case, and the loop beginning at Step 11 may run at most n time. Thus, the procedure
within the repeat loop takes O(k × n2), and the repeat loop iterates at most d times,
because the tree height never exceeds the diameter of the graphs. The time complexity
is O(d× k × n2) in the worst case.
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Fig. 8. Performance Evaluation of the PMIT algorithm

A good property of this algorithm is that every node keeps the shortest path to the
base-station. This property comes from the fact that the algorithm processes nodes
one-by-one level from top to bottom of this fat tree. Therefore, this partitioning algo-
rithm does not require extra transmissions and does not reduce the end-to-end delivery
ratios, neither increase energy consumption during data collection.

This algorithm can be easily modified to a distributed algorithm because it only
needs a local search at each node. First, nodes can construct a fat tree by broadcasting
messages. During channel allocation, nodes make their own decision based on message
from their parents, and notify their children. Also, since the network is static, we can
run the centralized algorithm once at the beginning, or very infrequently, which is still
practical even for large WSNs.

5.4. Evaluation of the Greedy Algorithm
As mentioned earlier, the network partition and channel assignment are very crucial
to network performance improvement. In this subsection, we evaluate the performance
of our greedy algorithm. We develop a graph simulator in JAVA, which can randomly
generate a graph, and apply different schemes to do the channel allocation. In all
experiments, we simulate a 200m× 200m field, 250 nodes are uniformly distributed in
the field, and the communication range is 10∼35m and interference range is always 1.5
times as the communication range. Since we are the first to study the PMIT problem,
there are no other PMIT algorithms we can compare against. We use three alternative
schemes as comparisons. One is to apply the Prim’s algorithm to construct a minimum
spanning tree as the data collection tree. This scheme is referred to as a base scheme
with a single channel. Secondly, we implement the Eavesdropping channel assignment
method proposed in [Zhou et al. 2006]. We refer to it as a typical method used by node-
based protocols. Note that this scheme does not ensure the connectivity among nodes
in each channel. Next, we find the maximum interference value ρ among all nodes,
and use ρ/k as the lower bound of the interference value after allocating k channels.
Finally, we run the greedy algorithm and measure the maximum interference value
among all trees after partitioning. In all experiments, each data point comes from the
average result of 50 repeated experiments. For each data point, we also give its 90%
confidence interval.

In the first set of experiment, we use 3 channels and vary the number of neighbors
by adjusting the communication range. The result is shown in Figure 8(a). We can see
that the greedy algorithm can always get around 1/3 interferences of the Prim’s algo-
rithm with a single channel, which shows that our algorithm efficiently utilize 3 chan-
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nels to decrease interferences. Comparing with Eavesdropping algorithm, we see that
when the density is low, the Eavesdropping has less interferences than ours, mainly
because it does not ensure the connectivity, but when the density becomes larger, the
greedy algorithm outperforms the random scheme, for example when the density is
18, it gets 17% less interferences than Eavesdropping scheme. The reason is two-fold.
First, when the density is large, there are no enough channels for nodes in two hop
neighbors, so Eavesdropping have to randomly choose channels among nodes, which
makes the maximum interference relatively large. But our algorithm always tries to
find the local optimal, which can achieve more stable performance. Secondly, when the
density is large, our greedy algorithm has more chances to set nodes with large inter-
ferences as leaves, which can further reduce interferences of subtrees. Finally, when
comparing with the lower bound, the result of our algorithm is close to the lower bound
of the interference value, and more importantly, the gap does not scale up with the den-
sity increasing, which suggests that our greedy algorithm has a good scalability with
different densities.

In the second experiment, the radio range is 35m and we change the number of
available channels. Results are illustrated in Figure 8(b). It is clear that with the small
number of channels, our PMIT algorithm compute less interferences than Eavesdrop-
ping scheme, especially, when only 2 channels can be used, our algorithm has 24% less
interferences than Eavesdropping scheme, and 51% less than a single channel. With
more channels, performance of two schemes become closer. When there are 8 channels,
Eavesdropping scheme has 18% less interference than our greedy algorithms. Com-
paring with the lower bound, we can see that with the small number of channels, our
algorithm computes almost the same number of interferences as the lower bound.

6. PERFORMANCE EVALUATION OF TMCP
TMCP uses the greedy algorithm in the channel assignment component. In this sec-
tion, we evaluate the communication performance of TMCP, by simulation and by ex-
periments in a real testbed.

6.1. Simulation Evaluation
First, we evaluate the performance of TMCP through simulation experiments. We im-
plement TMCP in GloMoSim. We use the same setting as simulations in section 5.4,
where the communication range is 10∼40m and the interference range is always 1.5
times as the communication range. This communication model is typically used to sim-
ulate the RF model of the CC2420 radio. Also, in the MAC layer, we use CSMA with the
ACK-retransmission mechanism, which ensures that most packets can be received.

We conduct three sets of experiments. In the first two experiments, we compare
TMCP with 2 and 4 channels and a spanning tree routing protocol with a single chan-
nel. First, we measure network performance with different node density. In this ex-
periment, there are 50 Many-to-one CBR streams in the network, and the rate of each
CBR is 40 packets per second. Results are shown in Figure 9, with the 90% confi-
dence interval of each data point. According to the results, TMCP outperforms the
original protocol in the following aspects. 1) By using the sophisticated network parti-
tion and frequency assignment algorithm, TMCP with 2 and 4 channels can decrease
potential transmission collisions, which leads to an average 1.6 and 2.7 times higher
aggregate throughput than the spanning tree algorithm. 2) By splitting traffic into dif-
ferent subtrees, TMCP decreases radio collisions as well as traffic congestion, which
leads to higher packet delivery ratios and lower latency. 3) When the node density is
increasing, TMCP shows good scalability. For example, in Figure 9(a) TMCP with 4
channels results in an increasing throughput as the number of neighbors increases,
because with more nodes, TMCP more evenly partitions and channel allocation, which
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Fig. 9. Performance with different node density
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Fig. 10. Performance with different network workloads

leads to better spatial reuse of concurrent transmissions. TMCP with 2 channels also
shows this trend, but stops increasing the throughput when nodes have more than 20
neighbors, because the number of interferences exceeds the capacity of 2 channels.

Second, we measure the performance with different network workloads. In Fig-
ure 10, we see that TMCP always exhibits better performance than the spanning tree
protocol, especially in heavy workloads. For example, with 50 CBR streams TMCP
with 4 channels achieves 2.8 times aggregated throughput and 42% lower delivery la-
tency than the spanning tree. Also, the spanning tree protocol has a decreased packet
delivery ratio from 95.2% to 92.1% in Figure 10(b), while TMCP has a much smaller
decrease. This is because TMCP splits heavy workloads into different trees and is more
tolerant to system load variation than the spanning tree algorithm. However, we also
find the performance of TMCP is unstable. For example, in Figure 10(b), when the
workload increases, the variation of delivery ratios of TMCP becomes larger. This is
because these CBR streams are not evenly distributed among subtrees, and flow con-
gestion can occurs on subtrees at which many CBR streams cluster.

Last, we compare TMCP with MMSN [Zhou et al. 2006], a typical node-based multi-
channel protocol. In this group of experiments, 50 CBR streams are used and the node
density is set to 38, by configuring the radio range to 40m. As mentioned in section 3,
time synchronization errors may impact the performance of multi-channel protocols.
Here with the number of channels changing, we compare TMCP and MMSN with dif-
ferent time errors. All results are presented in Figure 11. Here, we compare through-
put, delivery ratio and energy consumption. Overall, the performance of TMCP and
MMSN is very close. More precisely, when the number of channels is small, TMCP has
a little better performance than MMSN. For example, in Figure 11(a), TMCP achieves
a 10% higher throughput on average than MMSN with less than 5 channels. But when
the number of channels increases, MMSN outperforms TMCP. This agrees with the
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Fig. 12. Evaluation in a test bed

evaluation results in section 5.4, where our channel assignment algorithm works bet-
ter than other channel assignment schemes with a small number of channels. Also Fig-
ure 11(c) shows that the power consumption of TMCP and MMSN are close. However,
here we only consider the power consumption of data communication. As discussed in
section 5.3, the channel assignment is executed infrequently, and that power consump-
tion can be amortized during the time. On the other hand, time synchronization errors
cause a great performance degradation for MMSN, but without any impact on TMCP.
Considering multi-channel realities, TMCP is more suitable for practical WSNs than
node-based multi-channel protocols.

6.2. Evaluation in a Real Testbed
Besides simulation evaluations, we also implement TMCP in a real testbed with Mi-
caz motes. The testbed consisted of 20 Micaz motes, and four motes are laid closely
together to act as a base station with four transceivers. Before the experiment, we first
use the channel detection technique described in section 4 to find available orthogonal
channels, and then run the channel assignment algorithm on a PC. After computing
the assignment, the results are sent out to all motes. During the experiments, some
nodes are selected as sources to transmit packets to the base station. We conduct two
sets of experiment, and compare a normal spanning tree protocol with a single chan-
nel and TMCP with 2 and 4 channels. All experiments are repeated several times and
averaged.

In the first set of experiments, while changing the number of sources, we measure
the packet reception ratios. Here, all sources send packets with the data rate of 20
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packets per second. The results are shown in Figure 12(a). We see that when the num-
ber of sources is above 4, the spanning tree protocol has low reception ratios below 60%,
while TMCP with 2 channels can get high reception ratio until there are 8 sources and
TMCP with 4 channels always maintains a high reception ratio. Performance gains
of TMCP come from the fact that it effectively reduces interferences and mitigates
congestion at nodes.

In the second set of experiments, we use 4 sources in the networks, and change the
data rate of the sources. We also measure packet reception ratios at the base station.
The result is shown at Figure 12(b). We see that the saturated data rate (reception
ratio above 80%) of the sources is 20 packets per seconds for the spanning tree pro-
tocol. For TMCP with 2 channels, the saturated rate is 30 packets per seconds, and
TMCP with 4 channels can support 50 packets per second. These experiments show
that TMCP works well in real sensor networks.

Above all, our evaluation results show that TMCP better accommodate multi-
channel realities found in WSNs than other multi-channel protocols, and more suitable
to provide reliable, low- latency and robust communication for high-rate and dense
WSNs for mission-critical applications.

7. PRUNING TMCP: RELIABLE TREE-BASED MULTI-CHANNEL PROTOCOL
In the last section, we present TMCP, a novel Tree-based Multi-Channel Protocols,
which significantly improves network performance, in terms of throughput, delivery
ratio and latency. Especially, TMCP outperforms existing protocols in dense networks
with high volume traffic, which makes it a better solution for communication re-
quirements of mission-critical WSN applications. TMCP is designed with the assump-
tion that all links have the same quality, and low-level MAC protocols provide reli-
able point-to-point transmissions. However, this assumption may not hold for many
mission-critical applications, where links in networks exhibit the great heterogeneity
in link qualities. In [Lin et al. 2009], Shan et al. observe different packet reception
ratios of links and identify two types (stable and unstable) of links in an indoor WSN
system. This quality diversity are caused by multi-path fading of signals and shadow-
ing effects of humans and obstacles. In [Sexton et al. 2005], Sexton et al. measure the
link characteristics in several industrial facilities, which consist of rooms with lots of
metal surfaces and rotating machinery. Their results show that links in this environ-
ment have a wide quality range and vary substantially in stabilities. From all these
observations, it is clear that multi-channel protocol design should consider the link
diversity in WSNs, and address potential delivery failures caused by poor links.

Unfortunately, the original TMCP cannot guarantee reliable end-to-end deliveries
in the presence of the link diversity. TMCP builds routing sub-trees to minimizing
interferences. It is possible that routing trees consist of low-quality links, which leads
to the delivery failures. In this section, we focus on how to extend TMCP to minimize
interferences, as well as to meet end-to-end reliability requirements.

7.1. Model and Reliable Channel Assignment Problem
We extend the basic network model in section 4 with the link quality metric. For ev-
ery link (edge) e, p(e) stands for the probability of successful transmission for a single
attempt on this link. In realities, this probability can be obtained by link estimation
methods in [Fonseca et al. 2007] [Woo et al. 2003]. Also, the function pdr(e, x) denotes
the probability of successful transmission for x attempts (retransmissions), and we
have pdr(e, x) = 1− (1− p(e))x. Next, we assume that there is only one base station in
the network. For node u, E2EPDR(u) stands for the probability of successful transmis-
sion from node u to the base station. Suppose that packets are relayed along a k-hop
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path, and then we have E2EPDR(u) =
∏k

i=1 pdr(ei, x), where ei is the i-th link along
the path. Finally, we use RR to denote the minimum acceptable probability of suc-
cessful transmission from nodes to the base station. Given a RR, the communication
reliability requirement is: ∀u ∈ G,E2EPDR(u) ≥ RR.

With this model, we extend the PMIT problem in section 5 to a new reliable chan-
nel assignment problem. Given k available orthogonal channels and the reliability re-
quirement RR, the problem is to partition a sensor network into k vertex-disjoint trees,
such that (1) the partition minimizes the maximum intra-tree interference value of all
trees; (2) ∀u ∈ G,E2EPDR(u) ≥ RR. We call this problem as RPMIT problem. As an
extension of the PMIT problem, the RPMIT problem is also NP-Complete.

7.2. The pruning algorithm
As mentioned before, TMCP effectively reduces interferences by building optimal rout-
ing subtrees, but it cannot meet the reliability requirements, because subtrees may
consist of low-quality links. In order to address this issue, we propose a two-step so-
lution. First, we use a pruning algorithm to remove all links which cannot meet the
reliability requirement, and then run TMCP on the remaining fat tree to minimize
interferences.

In order to prune the fat tree, we firstly use a downward pruning. During the it-
eration, we first compute the E2EPDR of parent nodes, and then remove links that
connect to child nodes but make children’s E2EPDR lower than RR. Since a node may
have multiple path to the root on the fat tree, one question is which E2EPDR should
be used to compute the E2EPDR of its children. The first option is to use the minimum
E2EPDR which always guarantees that all remaining paths can meet the reliability
requirement. But this over strict pruning removes links that actually can be used in
a quality path, and may make it impossible for low-level nodes to find a path. It also
makes the remaining fat tree too sparse, thus reduce the choices for the channel as-
signment. On the contrary, the second option is to use the maximum E2EPDR, which
only removes links whose qualities are too poor and cannot be used in any path. But it
cannot guarantee that all remaining paths are qualified.

We choose to use the maximum E2EPDR during the downward pruning. After that,
we further run an upward pruning from leaf nodes to the root. The upward pruning
aims to remove low-quality links to guarantee that all remaining paths are qualified.
We introduce a new node property, the required end-to-end delivery ratio, denoted
as RE2EPDR. For a node u, RE2EPDR(u) is defined as the minimum E2EPDR that
allows u’s descendants to meet the reliability requirements. RE2EPDR(u) can be com-
puted by:

RE2EPDR(u) = max
v∈u’s children

(
RE2EPDR(v)

pdr(eu,v, x)
) (1)

During the upward pruning, we compute the RE2EPDR(u) for any node u, and then
remove u’s upstreaming link eu,p, if pdr(eu,p, x) < RE2EPDR(u). Here, the upstream-
ing link e is the link connecting u and u’s parent p. This upward pruning guarantees
that all remaining paths meet the reliability requirement, because it only keeps links
that satisfy all descendants’ RE2EPDR requirements. The detailed algorithm is pre-
sented in the following.

Our pruning algorithm have two good properties. First,it keeps the connectivity of
the graph. More specifically, if there exist a qualified path connecting a node u to the
root in the original graph,it is guaranteed that u still connects to the root with a quali-
fied path after pruning. Second, the algorithm guarantees that the remaining network
consists of only qualified path. This property results from the upward pruning which
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ALGORITHM 3: The Pruning Algorithm
Input: a graph G = (V,E), a root r, a link quality profile p(e) for every e ∈ E, the maximum

number of retransmissions n and the end-to-end reliability requirement RR.
Output: a new graph G′ = (V,E′)
G′ ← G;
Use BFS-Fat-tree algorithm to construct a fat-tree with rooted at r.;
h← 0 ;
/* do a downward pruning */
while h <= the fat-tree’s max height do

for each node u in the tree level h do
max E2EPDR← 0 ;
for each parent p in parent(u) do

if E2EPDR(p) ∗ pdr(eu,p, n) < RR then
remove eu,p from G′

end
else

if E2EPDR(p) ∗ pdr(eu,p, n) > max E2EPDR then
max E2EPDR← E2EPDR(p) ∗ pdr(eu,p, n)

end
end

end
E2EPDR(u)← max E2EPDR

end
h← h+ 1

end
/* compute the requirement E2EPDR for leaf nodes */
for each leaf node u do

RE2EPDR(u)← RR;
for each parent p in parent(u) do

if pdr(eu,p, x) < RE2EPDR(u) then
remove eu,p from G′

end
end

end
h← the fat-tree’s max height− 1;
/* do an upward pruning */
while h > 0 do

for each node u in the tree level h do
max RE2EPDR← RR;
/* compute the RE2EPDR for this node */
for each child node c in children(u) do

if RE2EPDR(c)
pdr(eu,c,x)

> max RE2EPDR then
max RE2EPDR← RE2EPDR(c)

pdr(eu,c,x)

end
end
RE2EPDR(u)← max RE2EPDR;
/* remove unqualified links */
for each parent p in parent(u) do

if pdr(eu,p, x) < RE2EPDR(u) then
remove eu,p from G′

end
end

end
h← h− 1

end
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remove all links that cannot meet the minimum reliability requirement. The following
theorem states the time complexity of the algorithm.

THEOREM 7.1. The time complexity of the pruning algorithm is O(d×∆×n), where
d is the diameter of the graph, ∆ is the maximum degree in the graph and n is the
number of nodes.

PROOF. The time complexity of the pruning algorithm is equal to the time complex-
ity of construing a FAT tree, which is O(d×∆× n)

As well as TMCP, this pruning algorithm can be changed to a distributed algorithm
because every node only need to collect information from its neighbors (parents and
children). In real deployment, we can first measure link qualities in networks, and
run the pruning algorithm and TMCP at the beginning. During run-time, the prun-
ing algorithm and TMCP can be triggered periodically to ensure the communication
reliability.

7.3. Evaluation of the Pruning TMCP
In this subsection, we evaluate the performance of the new TMCP in two steps. First,
we analyze the performance of the original and new TMCP by observing their impact
on two network properties. The first property is the percentage of reliable end-to-end
routes, defined as the percentage of nodes which have a qualified route to the base
station over all nodes. The latter metric is the number of potential interferences. We
develop a graph simulator in JAVA, which can randomly generate a graph, and ap-
ply different schemes to do the channel allocation. In all experiments, we simulate a
200m×200m field, 250 nodes are uniformly distributed in the field, and the communica-
tion range is 10∼35m and interference range is always 1.5 times as the communication
range. In order to simulate the link diversity in real systems, we follow the link qual-
ity model in [Lin et al. 2009], where links are categorized as poor links and good links.
In simulations, the packet reception ratio of one good link is randomly selected in the
range of [0.9, 1], while that of poor links in [0.5, 0.8]. We also assume that the maxi-
mum number of retransmission is 2, the end-to-end reliability requirement RR is 80%,
and there are 3 available channels to use. Besides the original and Pruning TMCP,
we also run the reliable spanning tree algorithm, which use Dijkstra’s algorithm to
compute a spanning tree on which each node connects to the base station through the
maximum reliability (weight) route. This approach can always achieve the maximum
percentage of reliable end-to-end routes, but cannot reduce the number of potential
collisions. We refer it as the best single-channel tree-base routing scheme. In all exper-
iments, each data point comes from the average result of 50 repeated experiments. For
each data point, we also give its 90% confidence interval.

In the first set of experiments, we study the performance of all three approaches with
different level link diversities, by varying the ratio of poor links in networks. All results
are shown in Figure 13(a). All three algorithms compute less reliable routes when poor
links increase in networks, but the reliable spanning tree and the pruning TMCP com-
pute much more reliable routes than TMCP. For instance, with 30% poor links, TMCP
makes only 42% nodes with reliable routes, but the pruning TMCP makes over 85%
nodes with reliable routes. This reliability improvement comes from the fact that the
pruning algorithm removes poor links which lead to unreliable routes. Furthermore, it
is clear that the Pruning TMCP has the almost same result with the reliable spanning
tree scheme. As aforementioned, the reliable spanning tree can always find a reliable
route if existed. This result demonstrates that the pruning algorithm prunes sufficient
links and ensures that the remaining network consists of only reliable routes.
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(a) Reliable end-to-end routes with different-
level link diversity

(b) Numbers of potential collisions with different
densities

Fig. 13. Performance Evaluation of the Pruning TMCP algorithm

In the second set of experiments, we observe the performance of three approaches
under different node densities, by varying the number of neighbors. In these exper-
iments, networks consists of 20% poor links. As shown in Figure 13(b), both TMCP
schemes get much less potential interferences of the reliable spanning tree scheme,
which demonstrates that the channel assignment scheme efficiently utilizes 3 chan-
nels to reduce interferences. Comparing with the original TMCP, this new pruning
TMCP has more interferences. For example, with 10 neighbors, the pruning TMCP
gets around 12 potential interferences, while the original TMCP has around 10 in-
terferences. This performance degradation is expected because the pruning algorithm
removes a number of links, make the network sparser, and then reduce channel se-
lection options. Overall,the pruning TMCP significantly improves the end-to-end reli-
ability with the cost of slightly more potential interferences, which makes it a better
solution for reliability-sensitive applications.

As the second step of our evaluation, we measure the general performance of the
pruning TMCP with network traffic. The performance metrics include throughput,
end-to-end delivery ratio, and latency. We implement both TMCP in GloMoSim. In
this experiment, the percentage of poor links in networks is 20%, the average num-
ber of neighbors is 10, and the number of available channels is 4. Other settings are
the same with previous experiments. Since mission-critical applications trigger burst
and crowed traffic, our evaluation focuses on studying the performance with differ-
ent network workloads, by varying the number of CBR streams in networks. Results
are shown in Figure 14. We can see that the Pruning TMCP always exhibits better
performance than the spanning tree and the original TMCP, especially with higher
reliability and lower latency. For example, with 35 CBR streams, the pruning TMCP
improves end-to-end delivery ratio by 12% and reduces the latency by 35% over TMCP.
This performance improvement is because the pruning TMCP removes poor links, and
tends to choose better links to build the routing tree, which increase the likelihood
of successful transmissions and reduce the number of retransmissions. Furthermore,
the pruning TMCP is more tolerant to workload increase than TMCP. Finally, when
the number of CBR streams increases, all three schemes have a reliability decrease
and a latency increase. But the pruning TMCP has the least performance degradation
among all three.
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(a) Throughput vs. # of CBR
streams

(b) Delivery ratio vs. # of CBR
streams

(c) Delivery latency vs. # of CBR
streams

Fig. 14. Performance with different network workloads

8. CONCLUSION
This paper studies how to efficiently use multiple channels to improve network per-
formance in WSNs. First, we study multi-channel realities in WSNs through a set of
empirical experiments. It is shown that current node-based multi-channel protocols
are not suitable for real WSNs because of the small number of available channels and
unavoidable time synchronization errors. In light of this observation, we propose a
tree-based multi-channel protocol called TMCP. By assigning channels to several trees
instead of nodes, TMCP works with a small number of channels and without the need
for time synchronization. By using a greedy algorithm, TMCP effectively decrease po-
tential radio interference. Finally, we implement TMCP in a real testbed and evalu-
ate its performance through simulations and testbed experiments. Results show that
TMCP can greatly improve the throughput of networks, while maintaining high packet
delivery ratios and low delivery latency in sensor networks. Furthermore, an extended
scheme is proposed to maintain performance in networks with high link diversity.
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