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Abstract—This paper presents a methodology for high-level synthesis of Ideal AC behavior | Architecture Generator
continuous-time linear analog systems. Synthesis results are architectures New System‘archi,ecmre
of op-amps, sized resistors and capacitors such that their ac behavior and Parameter
total silicon area are optimized. Bounds for op-amp dc gain, unity-gain fre- optimization
quency, input, and output impedances are found as a byproduct of syn-

AC behavior and system area

thesis. Subsequently, a circuit synthesis tool can be used to synthesize the Architecture with ga{ns assigned to circuits
op-amps of an architecture. The paper details the architecture generation Update generic PMs for the new architecture +
technique. Arc_h_itec_ture g_eneration produces alterngtive arch_itectures for Optimize circuit parameters N
a system specification using the tabu search heuristic. Its main advantages ) — - .

over traditional methods is that it is application independent, does not re- Architecture + op amp constraints and resistor capacitor values

quire a library of block connection patterns, and is simple to implement.
The paper also discusses the hierarchical, two-step parameter optimiza-

tion that guides architecture generation. Experiments showed that linear
analog systems operating at low/medium frequencies (like telecommunica-
tion systems and filters) can be synthesized in a reasonably long time and

with reduced effort.

Sized transistors, resistors and capacitors

Fig. 1. High-level analog synthesis flow.
Index Terms—Analog synthesis, high-level synthesis, system architec-
tures, optimization.

maximum output impedance are also produced as a byproduct of
high-level synthesis. A circuit synthesis tool (such as [5], [19], and
[21]) can be further employed for finding op-amp topologies and
AUTOMATED synthesis of analog systems is an importarsizing their transistors.
A research problem. Any real-life application requires an analog The main benefits of the presented high-level synthesis methodology
interface to its outer environment. Because of fewer synthesis toase designing analog circuits at a low cost and in a short time. This
designing 10% of an overall mixed-signal system represented isyimportant for the redesign, reengineering, and upgrade of analog
analog circuits requires 90% of the overall effort [30]. Dependinggacy systems, which are part of products with very long life cycles
on the performed tasks, analog synthesis can be categorized sueh as airplanes, ships, and missiles [36]. Obsolete analog systems
three types: 1) high-level synthesis; 2) transistor (circuit)-leveleed to be rapidly redesigned at affordable costs to address disconti-
synthesis; and 3) layout synthesis. High-level synthesis is the tasknaiities in their manufacturing process or improvements in their fabri-
automatically producing optimized system architectures from abstraettion technology. Redesign starts from technology-independent spec-
specifications with a hardware description language (HDL). Transistifications [36]. High-level synthesis tools can take these specifications
(circuit)-level synthesis [20], [30], [32] finds transistor dimensiongs inputs and automatically produce optimized implementations. Rapid
that optimize circuit performance (i.e., gain, bandwidth, CMRR, SRyrototyping for upgrading obsolete parts is another possible usage of
etc.). Layout design tools [3] place transistors on a silicon die, asgnthesis. Further, the discussed methods can be used for designing the
route signal and power interconnections to minimize total area aadalog interfaces of digital embedded systems, such as the interfaces to
performance degradations due to layout parasitics. As compared torthierophones, wire lines, sensors, etc. [13], [17]. Designers with a re-
other two synthesis kinds, high-level synthesis offers the advantagkged experience in analog circuits can generate these interfaces by
of shorter design cycles, reduced design effort, and ease of useuking high-level synthesis tools. Finally, analog implementations of
those unfamiliar with analog circuits [2]. High-level analog synthesisonsumer electronics such as headphones, hearing aids, hearing protec-
is still in its infancy, as little research has been performed [2], [13]. tion gears, amplifiers, etc. offer lower costs and energy consumptions
This paper is one of the first attempts to perform analog high-leva compared to digital signal processor (DSP)-based solutions, which
synthesis from functional specifications with an HDL. Fig. 1 showare currently popular [17], [22], [27].
the top-down exploration-based synthesis methodology. Targetedrunctional specificationsire mathematical relationships between
applications are linear continuous-time analog systems operatingrggut, output, and state variables of a design [9], [13]. Conservation
low/medium frequencies characterized by performance in the fiews at the ports of the connected blocks are not necessarily satisfied
quency domain. In our methodology, synthesis results are architecturethe specification [13]. Various performance requirements annotate
(net-lists) that consist of op-amps, sized resistors, and capacitors stigh blocks of a system [9]. Functional specifications do not explic-
that their ac behavior and total silicon area are optimized. Bouniy indicate the kind, interconnection and parameters of analog cir-
for op-amp minimum input impedance, dc gain, dominant pole, amdits in the final implementation. Hence, a high-level synthesis flow
must generate different implementation architectures for a specifica-
tion, and then search for the architecture parameters (like circuit gains,
B[_nges, etc.) that optimize system performance such as ac and transient
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3) optimizationof system parameters using the obtained perfofi2]. Antaoet al.[2] propose ARCHGEN, a filter synthesis tool. Ar-
mance models. chitectures in controllable, observable, and ladder forms are obtained

This paper focuses on an origirathitecture generationmethod. for the state-space description of a filter. There is no performance op-
Using tabu search (TS) [34], the architecture generator incrementdliyization phase in ARCHGEN. Block parameters in the specification
changes signal types from currents to voltages and vice versa, and thendirectly mapped to the corresponding circuits. Fehal.[10] de-
applies a set of rules to build alternative, specification-oriented arclsieribe a greedy pattern-matching method that uses a library of circuits
tectures for a system. This method is different from traditional aplescribed as signal-flow graphs (SFG) to find an implementation for a
proaches based on pattern libraries and pattern-matching algorittspscification also expressed as an SFG. A similar approach is proposed
[6], [10], [12]. Patterns describe mappings of block clusters to ciby Ganesamt al.[12]. The limitation of pattern-matching methods is
cuits, and are partially specific to an application. As a result, pattertirat a library does not optimally address the block structure of a system,
matching-based methods are limited to a given class of applications l&eit enforces implementations only in terms of its predefined circuits.
filters and decimators [2], [10]. New patterns have to be added to tacldddressing new system types might need introducing of new patterns
different applications. Also, setting up pattern libraries is tedious, &#o the library to accommodate new block structures. Very large pat-
hundreds of patterns are needed. The suggested algorithm considéesralibraries are required. Veselinowt al. [41] present an approach
lower level of granularity than traditional techniques. It handles basdilat selects architectures by applying filters to a static library of archi-
building blocks (such as op-amps, resistors, and capacitors) and testures. Given the constraints for an application, the feasibility of a
clusters of such blocks. As a result, new designs can be synthesigablogy is studied by analytical filtering based on boundary checking,
without requiring application-specific knowledge. The task of settinigterval analysis, and rule-based filtering. A similar approach is studied
up large pattern libraries is also avoided. Finally, the proposed appro&ghKonczykowskaet al. [18]. A very interesting method is suggested
uses the simple and efficient TS algorithm instead of more complex pht Kozaet al. for circuit synthesis [19]. The method employs a genetic
tern-matching methods. algorithm that evolves hardware structures built of transistors, resis-

The paper also presents thierarchical parameter optimization  tors, and capacitors connected in a limited number of ways. This paper
method used for optimizing the ac behavior and overall silicon areafoposes a new exploration-based architecture generation method. It
a system architecture. As shown in Fig. 1, its outputs guide the expf@n handle new systems without setting up a pattern library or adding
ration loop of the architecture generator. More details on parameter epplication-specific patterns.
timization are given in [7]. The technique used for producpmbolic Synthesis tools are widely employed for designing continuous-time
performance modelsfor ac gain and phase of a system is discussed @and switched capacitor filters [16]. Filter synthesis tools include the
[8]. following steps [16]:

ThlS Work iS part Of the VHDL-AMS Synthesis enVirOnment (VASE) 1) approximation of the overa” transfer function;
developed at the University of Cincinnati, Cincinnati, OH. The goal 2) decomposition of the transfer function into a sequence of cas-
of the VASE tools is to reduce design cost of mixed-signal and analog  caded, low-order stages (such as biquad, ladder, etc.);
circuits by performing an integrated, top-down synthesis process from3z) mapping the stages to given circuit implementations;
high-level specifications. This paper presents the high-level front end,4) computing the circuit parameters to meetimposed specifications.

which creates op-amp-level architectures from abstract specificatio?%.e very large number of possible decompositions is handled by ap-
Next, topologies and transistor sizes of the op-amps are optimizeI -

using a hierarchical genetic algorithm and equation-based performaﬁélmg designer knowledge to prune low-quality decomposition alter-

nat

estimation [5]. Performance such as gain, poWhunit@gain freques atives. However, in the general case, it is difficult to relate different
' gam, p ! y-9 q Sg‘compositions [16]. Optimal implementations are proposed for low-

and slew ratg are tac.kled during op-amp synthes_ls. . order stages using different implementation styles. MweaHl. [29]
The paper is organized as seven sections. Section |l discusses relate

ork. Section 11l introduces the specification notation for synthesis, Sanchez-Sinenciet al. [35], among others, discuss the imple-
work. : ! u he speciication lon Y 'Bentation of switched capacitor filters out of biquad and ladder stages.
Section IV describes the architecture generation algorithm. Param

r . !
. A . - X ) U and Elmasry [43] present the design of current mode ladder filters.
optimization is detailed in Section V. Section VI provides experiment asty [43] p ¢ 9

. . . . ecently, Rayet al.[33] proposed a method for realizing operational
re sults and discussion ofthe suggested synthesis methods. Finally, 18Rsconductance amplifier (OTA)-based filters starting from a filter
tion VIl offers our conclusions.

decomposition into cascaded first- and second-order stages. Guaran-
teeing the optimality of the overall filter design is difficult, provided
Il. RELATED WORK that strong electrical interactions exist between stages. Also, the ana-
lytical formulas have to be recalculated whenever the implementation
Most of the analog synthesis work focuses on optimizing the paraggchnology is changed. The methodology presented in the paper can
eters of a given architecture. An efficient method is to analyze (usifg used for continuous-time filter synthesis. The proposed architecture
a simulator) a large number of parameter values inside an optimiggnerator is general, and does not assume a certain decomposition of

tion loop [20], [30], [32]. Optimization loops implement heuristic althe transfer function. This allows exploring more filter structures to find
gorithms such as simulated annealing [30] or genetic algorithms [3]petter solution for a specification.

[19], [21]. The main limitation is the large synthesis time required

for bigger circuits [20]. An alternative is to use exact algorithms, e.g.,

branch-and-bound [25] or geometric programming [24], to solve an . SYNTHESIS-ORIENTED SPECIFICATION

equational formulation of the synthesis problem. Besides computa-

tional complexity, the difficulty also consists in the tedious process of Animportant paradigm of our synthesis method is that analog system

calculating the equations for the solvers. functionality is expressed by describihgw continuous-time analog
Several techniques are proposed for architecture generation. Thebiehavior is achieved in terms of signal flow and processing. SFGs

tuitive solution is to consider a library of block structures and their majid1] accommodate well this description style, and they are specified as

pings to analog circuits, and then use the identity of connected bloa@Bloxprograms [9] in our environment. If system functionality is pre-

in a specification to find architectures. This is a technology-mappirsgnted at a higher level of abstraction such as transfer functions or dif-

problem and pattern-matching algorithms can be applied [2], [6], [LGErential and algebraic equations, then techniques discussed by Antao
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« Attributes constructions fix constraints for macro implementa-
tions (like noise level or bandwidth) or any equational perfor-
mance model that can be used for synthesis (for example, op-amp
models for area). This is important as system components have
heterogeneous performance. For example, the analog part of the
telephone set includes two modules, a receiver and a transmitter,
with different noise constraints [38]. In this exampteiseand
bandwidthare keywords for the tool, even though aBlox has a
flexible mechanism to define attributes [9].

» Generic parameterare used for indicating the generic elements
of a macro such as constant values, operators (i.e., addition,
subtraction, etc.), block identities, and performance attributes.
Generic parameters are useful for expressing regular and hier-
archical macro structures. Each macro call instantiates concrete
values for the generics. The two stages of the fourth-order filter
in Fig. 3(a) are distinguished only by different filter constants
that are specified as generics in the aBlox program in Fig. 3(b).
Operators can be passed as arguments to macro calls for de-
scribing stages built of distinct blocks but connected in similar
connection patterns.

a) Signal flow and processing of telephone receiver

macro recelver is continuous_time
inputs
line is voltage
with range 0-1.0 V;
local is voltage
with range 0-1.0 V;
outputs
earph is voltage
with range 0-1.5 V
with impedance 280.0 Ohms;
attributes
noise <= 80 dB;
bandwidth is range 300-3600 Hz;
arch receiver is
output = (100.0 * line + local)
end arch;
end macro;

* -1.78;

b) Input specification of telephone receiver o ) ] ) )
For accepting inputs in a standard mixed-signal modeling language,

we proposed a VHDL-AMS [1] subset for synthesis. The subset in-
cludesquantitiesfor describing abstract analog signalsnple simulta-
neous simultaneous if/casandproceduralstatements for expressing
etal.[2] can be used to obtain SFG system descriptions. The case stegiyctionality ancport annotations to denote attributes of the interfacing
in Section VI exemplifies this process. signals. Compiling rules were developed to translate VHDL-AMS pro-

We refer to a simplified version of the receiver module of a telephorgams into aBlox descriptions. Details on the VHDL-AMS subset and
set [38] for illustrating our specification notation for synthesis. Moréhe compiling rules are offered in [6].

details about the specification notation are given in [9]. The function-
ality of the receiver is described by the block diagram in Fig. 2(a). The
receiver provides an audible output signal to the earphone of the tele-
phone set. It amplifies with different gains the signal transmitted from
the calling part (signdine) and that produced locally by its own mi- The proposed architecture generation technique exploits the obser-
crophone amplifier (signdbcal). The specification imposes that portvation that analog signal processing can be obtained with signals that
signalsline, local, andearphare voltages and that their value rangeare either currents or voltages. If the input and output signals of an
are [0.0, 1.0] V for inputs and [0.0, 1.5] V for the output. The outpuBFG block have their type fixed (as current or voltage), then networks
load is 280X2. (RCor circuit networks) that realize the block operation can be easily
Fig. 2(b) depicts the aBlox program for the receiver module. aBlddentified. This straightforward observation is important for architec-
programs consist ahacrodefinitions having associated an architecturgure generation, as different net lists simply result by changing SFG
description through construcasch-end archNext are the defining el- signal types. Basically, in its exploration loop, the architecture gener-
ements of aBlox notation. ator incrementally changes signal types from voltage to current and
. aBlox variables indicate either theoltage or the current Vice versa, and applies a set of conversion rules to generate architec-
facet of analog signals. Variables can be of three type&ires specific forasystem. Types of the system inputand output signals
voltage—when they only correspond to voltages in implementg3€ assumed to be known.
tions, current—when they are “realized” only as currents, and !f @ll input/output signals of an aBlox block have known types (cur-
unspecifiee—when both voltage and current alternatives artents or voltages), thena@nversion ruldndicates the corresponding
acceptable in an implementation. In order to maintain a highBgrdware forimplementing the operation of the block. Hardware struc-
level of abstraction, only one of the facets (voltage or current}jrés can be op-amp-based active circuit (i.e., gain stage, summing am-
can be used for a variable in a specification. Otherwise, tfiifier, etc.), passivek or RC network, or even a common connection
variable corresponds to a physical point, hence eliminating tR@int of two wires. Fig. 4 exemplifies two of our conversion rules, and
possibility for architecture generation. illustrates how two distinct architectures result for the SFG depicted in
Statements such as assignments, if-statements, and macro €afls4(2)- We assume that inpwsandv2and outpubutare voltages.
describe how macro outputs relate to macro inputs. The followidgferring architectures for the SFG means deciding the type of signal
arithmetic operations are available: addition, subtraction, mulfiuX @sauxcan be either current or voltage.
plication by a constant, and integration. This is a complete op- 1) If signalauxis a current, then the structure in Fig. 4(b) is ob-
erator set for a linear system [31], and can be implemented with  tained by applying conversion rules for the specific signal types
electronic circuits. and block operations. The summing operatiorblaicklis ob-
Macro calls permit hierarchical specifications. This is useful for tained by first “converting” voltagegl andv2 into currents and

Fig. 2. Synthesis-oriented specification of an analog system.

IV. AUTOMATED ARCHITECTURE GENERATION

improving the effectiveness of specification and synthesis (such
as Performance Model Generation) [8].

System port signals are denoted as voltages or currents. Value
ranges or impedances for ports can be described. These attributes
are useful for sizing interface circuits.

then connecting them to the same paihtBecause of Kirch-
hoff’s current law, the summation operator implicitly results, if
the voltage of pointd is 0 (otherwise currentd andi2 are not
dependent only on voltaggdandv?2). The need of point being
virtual ground is satisfied biglock 2
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macro stage
inputs
11;
outputs

out;
generics

constants al,

az;

(a)

macro filter
inputs
i is voltage;
outputs
o is voltage;

arch two_stage filter is

arch controlable is variables
variables Vi
m, n, p; v = stage.controlable(
o is arrayl2]; i, generics are
ofl] = al * m; -1.33, -0.528);
of2] = a2z * p; o = stage.controlable(
; = }it;g?ii] + ol2l; v, generics are
= 1 ;
m = integ (p) -0.622, -1.275),
out = my end archy
end arch; end macro;
end macro;
(b)
Fig. 3. aBlox specification of a fourth-order filter.
vl block4
block1 block2 . s1
-- voltage aux out line ->s 100.0 —~ block2 %3 blockl
V2 -- voltage i T / ; earph
-- voltage a) block3 . . |
sl 1
(1) aux is current (2) aux is voltage 2
block1 block2 blockl block2
vl Rl aux : vl | R3 R
0 I& out  —T— aux —H—‘ sl(currenty __ block2
v2 R e ﬂ ; :Wut ‘
R2- V2| R4
Point A b) )

Fig. 4. Example of a conversion rule.

a) Implementation solution 1

2) If signalauxis a voltage then the architecture in Fig. 4(c) results.

For these signal typedlockl has to be a summing amplifier
andblock 2an integrator. No special constraints are needed, e.g.,
point A being virtual ground.
Fig. 5(a) and (b) illustrates two implementations for the receiver
module obtained by our method.

Table | exemplifies some of the conversion rules embedded in the
architecture generation method. The first four columns indicate the
operation of an aBlox block and the types of block inputs and out-
puts. Column 5 describes required conditions for connecting the circhig- 5.  Samples of architectures generated for the receiver module.
output, such as the output must be connected to the ground. Column
6 presents circuit characteristics exploited for circuit interconnection . . .

incorrect solutions. Finally, the last column presents the corresponding

like in with virtual ground). Interconnection constrain lumn .
(like inputs with virtual ground). Interconnection constraints (Colu arcunforablock.

5 and 6) are useful for speeding up the architecture generation proces . . . .
). . rsp gup ) : 9 . P 'T‘he exploration strategy embedded in the architecture generator is
They eliminate architectures that are infeasible for getting the SE [34]. We decided to use TS because it is a deterministic algorithm
functionality or are redundant, as they are equivalent with other pro: ' . 9 .
. . with a short convergence time. The pseudocode of the TS algorithm is
duced architectures. These constraints are set up based on desgge.rcted in Fia. 6. It starts from an initial architecture solution where
knowledge. Architecture generation is still valid without interconnec- f:)lh of thle aIIBQI-ox-bIocks is ma edltcl) Ia distin::t o Lfam -l:l)JaIsedV\::ircuit
tion constraints, if the resultant behavior is verified by the parameéﬁ ) X PPe p-amp-bas )
N ) ) . . en, for each iteration, subroutifnd_BestMove(Line 5 in Fig. 6)

optimization step, and infeasible architectures are discarded. Never-

theless, it involves a cumbersome analysis to detect some obviously

s3(current)
sl(current) \
block2) :

s2(current)

b) Implementation solution 2
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TABLE |
CONVERSION RULES FORARCHITECTURE GENERATION
Block Input Types Output Interconnection Circuit Circuit
Operation Inpl Inp2 Type Constraints Characteristics
[€9) 2 3) @ ) ©) D
Multiply by constant | voltage - voltage - Has an input point at virtual ground gain stage
Multiply by constant | voltage - current [ Output connected to virtual ground gain > 0 resistor
Adder voltage | voltage | voltage - Has an input point at virtual ground | summing amplifier
Adder voltage | voltage | current | Output connected to virtual ground - resistor pair
Integrator voltage - voltage - Has an input point at virtual ground integrator
Integrator current - voltage | Output connected to virtual ground - capacitor

procedure NetListGenerator () is begin
8 call Produce Initial _NetList ();
2) find area and AC behavior by calling Par_Optim();

3) save initial solution as best solution;
@) while (NetList-exploration is not finished) do begin
5) current_signal = Find_Best Move (),
©6) if current_signal is NULL then
(0] current_signal = Aspiration Criterial ();
end if
8 if current.signal is NULL then
) current_signal = Aspiration Criteria2 (),
end if
10) if current_signal is NULL then
1D currentsignal = Find_Closest_Tabu_Expiration ();
end if
(12) current solution = call Execute Move ();
(13) find area and AC behavior by calling Par_Optim();;
14) if (current solution is best so far) then
(15) save current solution as best solution;
end if

(16) end while
end procedure

Fig. 6. TS heuristic for architecture generation.

individually considers all signals in the SFG, and attempts to changucturally distinct solution point, but which does not worsen the solu-
their type to the opposite one. For example, if a signal is a current, thisan quality too much. RoutinAspiration Criteria2 in Line 9 uses the

its type is modified to voltage. Changing a signal type also implies mofbllowing cost function to decide the signal to be changed:

ifying the circuits for realizing the operations of the source and target
blocks. A new architecture results by applying appropriate conversion
rules for the new situation. Area and ac behavior of the resulting archi-
tecture are found with the parameter optimization modaeOptim o . . .
The signal with the best performance improvementis returned. Subréﬂmer‘“f‘N IS the number of |terat!ons Fhe signal was of type current
tine ExecuteMove(Line 12) performs the best signal-type change, an?f"d Nier IS the total number of iterations so far. Structural changes

the resulting architecture is the current solution for the next iteration.cn‘t the explored solutions are encouraged by squahiidit.. . If still

a signal type is modified, the signal enterahu status, meaning that no signal is selected, then the signal closest to its tabu status expiration

its change is prohibited for a precise number of iteratitaisy tenurg. IS chqsen (subroutiri‘eind__CIosesITabu_Expirat_ion?n Line 11).
This avoids repeated changes of the same signal. For converging to h's_ approach to architecture generation is dn‘fer_ent from pattern-
local optima, the algorithm first accepts only moves that improve t atching-based methods [6], [10], [12], where possible structures are

quality of the current solution. However, if a tabu move results in a s &S selected using the fixed set of patterns ir_] a library. A pattern in_—
lution better than the best so far, then it is acceptedalsaaspiration dicates how a group of connected SFG blocks is mapped to electronic

The exploration algorithm ends after performing a numbe¥ .. it- circuits [6]. Therefore, a pattern reflects not only the kind of involved
erations, or V22 iterations passed since the best solution ngs foun FG blocks but also their connection structure. Instead, the proposed

The algorithm uses three strategies for escaping from local Optin;flg;ghitecture generation technique considers a lower level of granularity.

First, it attempts to keep the search locally by selecting the move ﬂ%cenversion rules show how individual SFG blocks are mapped to elec-

previously was improving, and offers the least performance degraarzgnic ci.rcuits; thus, they corre;pond to the pogsible buillding blocks in
tion (subroutinéAspiration Criterial at Line 7). If this does not work, an a_rchltecture. Rules do not mco_rpore_tte any mformatlon on t_he con-
then the search attempts a local diversification by trying to move ton%ctlon structure of blocks. Predefined interconnection constraints pro-

hibit the creation of incorrect structures. As a result, the number of con-

version rules is much smaller than the number of patterns in traditional

COSt: A[(Arealew - Area;urrent) * (—WT/JViler )2]
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Gains on all SFG signal paths Peak values for input signals
System architecture

L] 1
[ Set circuit gains to meet all gains in the SFG]|

1
| Compute all opamp output voltages

System BW constraints In saturation (Exhaustivelly try next

| Check op amp saturation —— gain distribution that
meets all SFG gains

+ No saturation

Compute 3-dBF and UGF for all circuits and op amps
using equational models

| Compute minimum SR for all op amps ]
1

Estimate the total system area using following equational models:
(DArea , =Area oo (UGF,SR)+Areg, . x (Gain+1);
(2)Area _Area I(‘UGF SR)+AreaRmm X (Gain+nr_inputs);

adder

(3)Area —Areabpdm IfUGF SR)+2.0xSqrt((Areq X Areacy»)/(Gain x BW));

integrator

[ Save gain distribution if smallest area |

Architecture with gains assigned to circuits
Fig. 7. Gain distribution algorithm.

Series configuration Divergent paths Convergent paths Feed-back configuration

Inl Out
Gl |- " [Gr |--[aan 2

Out G2/x =1 G2*x
(a) (b) © (d)

ot o J- 2forex Out2

G3/x

In2

Fig. 8. Rules for gain distribution.

methods. Also, conversion rules are application independent as (8W) and BW-slew rate (SR) tradeoff explorations [23]. Using
posed to the need to define application-specific patterns (specific to #guational models, it decides the dc gains for each circuit so that
block structure of the current design) for the pattern-matching-baseeerall gains on different signal paths are met (as specified in the
methods. Finally, the proposed formulation of the architecture genaBlox programs), no saturation occurs, and the resulting area is
ation problem is similar to the bipartitioning problem for which exispotentially the smallest. In a fast process, constraints are set for some
simple and effective algorithms [4]. Pattern-matching algorithms aoé the external resistors and capacitors in an architecture. This reduces
much more cumbersome. the exploration space by eliminating about 20% of the free variables.
The currentimplementation of the architecture generator allows onlyThe gain distribution algorithm traverses an architecture, and ex-
one circuit implementation for one SFG block with known signal typesaustively tries out possible gain allocations. It first handles the paths
atits ports. In reality, multiple implementations are possible for a blocwith a higher gain per active circuit because these will impose tighter
The architecture generation algorithm can be extended to incorpored@straints on gain distribution. The assigned gains are in the range
this capability. Then, for each SFG block with known signal types, sup.0, G, ], whereG, is the overall gain of the path the circuit belongs
routineFind_BestMoveexplores all possible implementations and seto. Fig. 8 depicts gain distribution for different structures. For example,
lects the one with the best performance. The method also assumesithgtg. 8(a), if the first circuit gets its gain multiplied hy the next cir-
any internal signal can be either voltage or current. To address certainit will have its gain divided by. Then, op-amp output voltages are
applications such as phase-locked loops, the algorithm can be adaptedulated for each gain distribution based on the allocated gains and
to handle signals with a fixed type. RoutiRind_BestMovewill avoid  the peak values of the input signals. Depending on the used technology,

exploring these signals. the algorithm checks that no op-amp saturates. BW requirements are
deduced for each op-amp depending on the architecture structure and
V. PARAMETER OPTIMIZATION circuit types. Knowing the 3-dB bandwidth for a nonfeedback sequence

of n circuits, the 3-dB bandwidth of a circuit is evaluated as
The parameter optimization module finds values for the block pa-

rameters such that: 1) the obtained ac behavior is within an acceptable
error margin from the ideal behavior and 2) the overall system area is 3-dB frequency,,.;, = 3-dB frequency,,,.,, x /2% —1
minimized. The ideal ac behavior assumes ideal blocks (with infinite
gain, bandwidth, and input impedance and zero output impedance), &his formula captures the cumulative influences of circuits in a se-
can be found with well-known simulation tools like MATLAB. Using quence. It holds if all circuits have the same 3-dB frequency. If an
proper evaluation methods [39], [40], the proposed parameter optimin&erall 3-dB bandwidth is imposed for a feedback structure, the algo-
tion method can be extended to incorporate other important perfothm assumes that: 1) the direct path has the same 3-dB bandwidth as
mance such as power and noise. Parameter optimization was organthedeedback structure and 2) the feedback path has one decade more.
as a two-step task (gain distribution followed by the actual pararihis assumption avoids the introduction of zeros in the transfer func-
eter optimization) to address the huge solution spaces characteristitdn so that pole-zero cancellation is needed. However, it overestimates
analog synthesis [7]. the areas of the op-amps in the direct paths. This overestimation is
1) Gain Distribution: Fig. 7 presents the gain distribution algo-ess important for analog designs [40]. Next, minimum op-amp SRs
rithm for an architecture. The algorithm conducts gain—bandwidtre evaluated using the previously calculated BWs and output voltages
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N 5762635632.73
s2 + 867278.87198 s + 3673094582.19) :
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. 10° ; == :
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Fig. 9. Block and SFG structure of the optimized filter.

(BW-SR tradeoff [23]). Finally, using regression models for op-ampmsxpensive computing resources [20]. The total silicon area might be
[7], the circuit area is estimated as a function of gain (Gain), unity-gaimgher for the two-step method than for flat optimization. Silicon area
frequency (UGF), and SR. is, however, less important for analog designs [40]. The two-step ap-
2) Parameter Optimization for ac Behavior and Are@he second proach is also useful in tackling constraint-satisfying design scenarios,
step sizes the external resistors and capacitors and finds feasible bowitlre performance must be met and not optimized.
for op-amp parameters (input and output impedance, open-loop gainA different optimization alternative is to model the system as a set
and dominant pole) so that: 1) the ac behavior of the system at any cohanalytical equations and inequalities, and to optimize it using exact
sidered frequency is within an acceptable relative error from the ideaathniques such as the steepest descendent method [26]. This is dif-
behavior and 2) the total area is minimized. Values for the free desificult because symbolic expressions are large, involving around 100
parameters are searched in their feasibility range for CMOS technologyiables. Such large models approach or exceed the capacity of the
[15]. This step considers the previously set dc gains. The parameter optimization tools. Before solving, the symbolic models can be approx-
timization module was developed as a TS algorithm, similar to the oimeated to reduce their sizes. This introduces inaccuracies in the design.
depicted in Fig. 6. Following cost function models the two optimize®ther difficulties relate to finding local and not global optima, the Hes-
tion criteria sian matrix may be indefinite or singular, and poor convergence of the
methods [26].
Cost= Z resistor area- Z capacitor area

all resistors all capacitors

+ Z op amp area- 3 Z error

all op amps all frequency values

VI. EXPERIMENTAL RESULTS DISCUSSION AND LIMITATIONS

The term_ error indicates the amount by which the real ac behavior
differs from the ideal behaviofi is a scaling factor. The ac behavior of The proposed algorithms were implemented in 9500 lines of C/C++
the system output is calculated for each frequency using automaticaltyde. Experiments were run on a SUN Sparc5 workstation running at
produced symbolic models [8]. System stability is checked by verifyin70 MHz. First, we discussed a real-life inspired case study designed
that the phase margin is lower tharf6@hen the gain value is 1.0 [23]. with the proposed synthesis method. It shows that the methodology
The main advantage of the two-step parameter optimization teéd-useful in reducing the designer effort. A second set of experiments
nigue is finding good solutions in an acceptable length of time. In costudied the computational aspects of the techniques. Limitations of the
trast, a flat optimization needs long optimization times [5] or involveapproach are discussed at the end.
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Architecture 1 Architecture 2
* %i éi? i;}_% j—o
.
Architecture 3 Architecture 4
Architecture 5 Architecture 6
5 |
Architecture 7 Architecture 8

Fig. 10. Architectures of filter stages.

A. Experiments and Discussion The first step was to simulate in MATLAB the transfer functions of
Stage landStage 2and the entire OF, and collect sample points (for

1) Case Study:The considered application is the optimized filte9@in and phase) for the ideal ac behavior at different frequencies. The

(OF) of the Eartalk system [11]. The top part of Fig. 9 presents tﬁ@_cond sFep was Fo convert the transfer functiorStafe la_mdStage
block structure of the OF. The OF consists of the following parts. 2 into their SFGs in controllable forms [2], [31]. We applied transfor-
mations techniques described by Ogaital. [31] and Antacet al.[2].

» The low-frequency band filter for transmitting a portion of theThe bottom part of Fig. 9 depicts the resulting SFG structure for the OF.

spoken signal$tage 1in Fig. 9). Using the observable or ladder forms [2] for the two stages could have
» The high-frequency band filter for transmitting a second portiobeen other possibilities for obtaining different SFG structures. Then,
of the spoken signalStage 2n Fig. 9). the SFG in controllable form was used to develop the aBlox descrip-

» The signal mixing circuitry combines the signals from the twdion of the OF. This description together with the sampled ac points
filters (Stage 3n Fig. 9). constituted the inputs for the high-level synthesis tools.
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Each of the stageStage 1 Stage 2-1Stage 2-2andStage 3was Ideal level
separately synthesized using the proposed synthesis methodology 5 |
Stage 1Stage 2andStage Jave similar SFG structures, the same kinc
of architectures were generated by the architecture generator fore
stage. Fig. 10 depicts some of the automatically created architecturs

After producing each architecture, automated gain distribution w&
performed. Parameter optimization ended the high-level synthesis sig |
Optimization criteria were that: 1) the error of the real ac behavior
within 10% from the ideal ac behavior obtained with MATLAB and 2)
the filter area is minimized. Based on the synthesis results, we decic
to useArchitecture Jor Stage las it had the smallest area, and its erro
was larger only by an insignificant amount as compareitthitecture i | ‘ | I ‘
1, which provided the smallest error from the ideal ac behavior. Sol 1 10 100 1000 10000 100000 le+6
tion Architecture Swas selected foStage 2-1as it had the smallest Frequency (Hz)
area and its ac output error was small. Finally, solufichitecture 1
was chosen foBtage 2-2as it was the only one with a small ac errorFig. 11. Transistor and layout level simulation of the optimized filter.
Note that even though the SFG structure of the three stages is identical,
different architectures are the best for each stage. TABLE Il

The next step was circuit synthesis. Op-amp constraints for gain, EXAMPLE SET
dominant pole, input, and output impedance were given as input to a

Transistor level ____

Layout level -

; ; ; : : f Example # of # of # of distinct Topology
c!rcwt synthesis tool [5] that decided the tqpqlogles and sgeq the tlran- blocks | signals | signal paths type
sistors of the op-amps. The SPICE description of the optimized filter 1) ) 3) @) )
was given as input to KOAN/ANAGRAM placement and routing tools 1 u 4 6 2 non-feedback
[3]. After layout design and parasitic extraction, the circuit was simu- g 3; ;(2) ;g g 22::::3';:§£
lated again. Resulting SPICE simulations for ideal (MATLAB), tran- 3 s 3 9 2 pure feedback
sistor, and layout level are provided in Fig. 11. Simulations show that _35 f3s 10 14 3 pure feedback

; f R ; i ofi 6 55 16 18 5 pure feedback
the ac behavior of the OF design including layout parasitics satisfies - o e > 7 sure Teedback
the imposed constraints. This happens because the influence of para- —§ T chem 9 13 3 mixed
sitic capacitances was negligible for the considered frequency range. 9 auto 25 36 i1 mixed

2) Experiments Based On Synthetic Exampl&ke second set of
experiments observed the following computational aspects of the pro-
posed architecture generation and parameter optimization techniqig@win-Huelsman-Newcomb implementation [37]. This example
solution-space complexity, variety of explored solutions, memory, af#ows that distinct implementations result for a system by exploring
time overhead. Nine synthetic examples were used. Examples differf8y possible signal types (voltages or currents) and circuit kinds for
their number of blocks and signals, number of signal paths, and stralizing the operations in an SFG. No pattern libraries are required.
tural topology. According to their topology, we categorized systemsTab|e Il offers experimental results for architecture generation
into three classes: nonfeedback systems, pure feedback systemsa8fdgain distribution. Column 2 indicates the number of different
mixed nonfeedback/feedback systems. No cyclic signal paths occudlighitectures generated. Columns 3 and 4 describe the convergence of
a nonfeedback system. Such systems are employed for data acqgrghitecture generation: Column 3 shows the total number of moves
tion, signal processing [17], and telecommunication [38]. Pure feegnd Column 4 the move where the best solution was encouritered.
back systems have only cyclic signal paths. They refer to filters [37F0lumn 5 presents an estimated number of patterns needed in a
and control systems [31]. Mixed nonfeedback/feedback systems pattern-matching-based method to produce the same architectures as
clude both acyclic and cyclic signal paths. They are used for applidhe suggested technique. Columns 6 and 7 express the complexity of
tions like analog computers [42]. the gain distribution process as the minimum and maximum number

Table I describes the nine examples and their characteristics. T#je@ain distributions for all architectures of a system. The last column
first three examples are the nonfeedback systems. Examples tl, ti1 Rigsents the CPU time for gain distribution alone, as it is much longer
correspond to the telephone receiver module [38] and two scaled V2N architecture generation. o _
sions of it. Block descriptions for examples tl1 and tI2 are provided in 1€ €xperiments demonstrate that a significant number of architec-
Fig. 12(a) and (b). Examples f2s, f3s, f5s, and f50 are second-, thirftf€S ¢an be produced for an SFG specification. This is due to the
and fifth-order filters. The first three filters are in cascaded form, arf§2ny alternatives of implementing the operations in an SFG and to the
the last one is in observable form [2]. Examples chem and auto &P&"Y circuit variants for achieving the same operation (such as using

analog computers for solving differential equations [42]. Fig. 12(c) agveérting and noninverting summing amplifiers, inverting and nonin-
(d) show their descriptions. verting gain stages). Table Ill shows that the architecture generation

Fig. 13 illustrates the variety of architectures produced for tﬁ[gchnlque tends to produce more architectures for systems including

second-order filter f2s. All implementations were built only with"ore 9ain and summing operations, i.e., examples ti1 and 2 than for

gain stages, inverting summing amplifiers, integrators, and exterr‘?gﬁtem_s having more |ntegrat_|0n b_Iocks, .e., examples f3_s and f5?' The
. . ; fegsonis that systems of the first kind allow more alternatives for signal
resistors and capacitors. Architectures for the other examples wer

generated in a similar way. Fig. 13(a) depicts the SFG representat pes as voltages and currents (thus, more architectures) than the latter.

of the filter. Fig. 13(b), (c), and (d) present three different architectur ome of the produced architectures are incorrect because the resulting

and the corresponding signal types for inferring these architecturggnals do not have the same sign as in the input specification. This is

Note that Fig. 13(d) actually represents the well-known Tow—ThomgéuCial for feedback systems where failing to realize the correct sign

biquad implementation [37]. If a difference circuit were also used, 1gy pest solution we mean the best solution found by the algorithm and not
then the architecture in Fig. 13(c) can be further refined into thiee optimal solution.
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Fig. 12. Example set.
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Fig. 13. Architecture generation for second-order filter.

for a signal path leads to instability. Such incorrect solutions can bar example tl1 the implementation with the minimum op-amp number.
filtered out by the architecture generator. For keeping architecture géinis solution does not correspond to the input SFG. SFG restructuring
eration simple, we decided to shift the filtering task to the parameter agan be incorporated into our technique by moving, swapping, and clus-
timization module. Columns 3 and 4 indicate that the TS-based arct@ring blocks in an SFG.

tecture generator rapidly converges toward the best solutions. ColumnResults on architecture generation also show that it is hard to decide
5 shows that the proposed method saves the considerable effort neederdori what architecture is the best for a system. This decision is pos-
for setting up the pattern library for pattern-matching-based architesible only after optimizing parameters of the system architecture and
ture generation. A limitation of our architecture generation techniqamalyzing the resulting performance attributes. For example, it rarely
is that it does not perform any restructuring of the SFG representappened in our experiments that a solution with a minimum op-amp
tion. As a consequence, the architecture generator could not produce
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TABLE I capacity. To produce OTA-based architectures, the conversion
ARCHITECTUREGENERATION AND GAIN DISTRIBUTION ALGORITHMS rules for the architecture generator need to be replaced. Using
Ex | FOF | Toml# | Best | Estm. # | # gain diswib. | Time the parameter optimization module, we designed a third-order
archit. | moves | sol. | patterns | Min. | Max| (sec) elliptic filter [33] having its 3-db bandwidth around 12 MHz. We
: (tll) (g) (232) (‘2‘) (952) (2) 271) o(g)s had to change all modeling aspects such as the OTA models for
B 317 33 3 9 o T 791 251 gain distribution and feasibility ranges.
37 12 694 45 15 92 251 | 126k | 225.7 « Synthesis of systems with tight electrical interactid@ertain ar-
41 s 16 24 4 68 27 | 73| 018 chitectures (like the winner-takes-it-all circuit in [17]) do not re-
5] B3 3 38 8 63 454 [ 1507 | 365 lize their functionali ition of ) ¢
e T 15 1135 Y 1 5 565 195k | 3644 alize t eir u_nctlona ity by composition o _ope_ratlonsc_) op-amp-
7| fso 141 60 35 616 41 | 371k | 3143 based circuits. Instead, they rely on the tight interaction of lower
8 [ chem | 17 23 3 : 19 | 106 | 018 level blocks, such as current sources, and gain stages. To ad-
9 | auto 161 a2 22 - 56 13k | 2521

number was found the best. Design parameters of such solutions are
more constrained, and, thus, have less opportunities for optimization.

Cc

complex task due to the many ways of allocating gains to the circuits.

Acc

distribution. Solution alternatives exponentially grow with the number

of a
ina
the

F

of a fifth-order low-pass Chebyshev filter with the cutoff frequency

of 1

number of op-amps, the figure depicts the ideal ac behavior and the

tran
this

of free variables) among all architectural alternatives. The filter was
optimized in 1647 moves, and the best solution corresponded to move
number 1587. The optimized response almost overlaps with the ideal

dress such architectures, the interconnection constraints and cir-
cuit characteristics aspects of the conversion rules (see Table 1)
need to be extended. Genetic programming-based techniques are
also a promising approach [19].
« Parameter optimization for systems with tight electrical interac-
tions Parameter optimization assumes that system performance
can be expressed using circuit parameters (like gain and domi-
nant pole) that are independent of the circuit connections. This
assumption is valid for systems such as filters and converters.
For sigma—delta converters, Medegbal. [28] present expres-
sions for signal-to-noise ratio (SNR) and dynamic range (DR) as
functions of integrator dc gains. These expressions can be used
to allocate dc gains such that SNR and DR meet specifications.
Then, the rest of the parameters are optimized to meet constraints
like harmonic distortion and overloading [28]. If tight electrical
interactions characterize a system then a flat optimization has to
be conducted instead. Due to its computational complexity, flat
optimization is reasonable for small/medium-sized circuits.
* Reduced modeling of layout parasitics (including resistive, ca-
pacitive, and inductive parasitics)mproving the modeling of
layout parasitics for system and circuit-level design is considered

olumns 6 and 7 in Table Il explain that gain distribution is a very
ordingly, Column 8 shows that high execution times result for gain
ctive circuits in an implementation and the number of signal paths
system. Thus, it is worthwhile to separate gain distribution from
rest of the parameter optimization process.

ig. 14 presents results for the actual parameter optimization task

00 kHz (example f5s). For the filter architecture with a maximum

sfer functions at different moves. We decided to present results for
architecture, as it had the largest solution space (highest number

ac behavior. to be a timely topic [14]. Current research efforts concentrate on
o building models and techniques that predict parasitic values to
B. Limitations accommodate them early in the design process. This will permit
The following limitations need to be addressed to extend the appli- ~ increasing the frequency range of the designs.
cability of the proposed methodology and algorithms to other types of * Limited capability to evaluate transient and nonlinear perfor-
continuous-time systems. mance attributesUsing symbolic modeling for gain and phase

offered fast performance evaluation. However, it restricted the
application domain to linear systems described in the frequency
domain. Using numeric simulators like MATLAB and SPICE
would allow to contemplate transient and nonlinear performance
attributes during high-level synthesis. However, the optimization
process would be cumbersome. Alternatives are to extend sym-
bolic performance model generation to transient and nonlinear
analysis by using piecewise linear modeling or Pade approxima-
tions [13]. Noise evaluation (white nois¢/f noise, etc.) has

to be also considered. Then, other types of applications such as
ADCs and phase-locked loops can be synthesized using the pro-
posed methodology.

Extend the variety of system architectur€ke architecture gen-
erator produces architectures with the same signal flow and pro-
cessing as that in the abstract specification. For filters, the method
creates state-variable architectures (like the KHN filter [37]) and
biquad filters (such as the Tow—Thomas filter [37]). State-vari-
able architectures produce simultaneously multiple outputs (high
pass, low pass, and band pass). They offer independent control
over gain and good-quality factors. However, their total harmonic
distortion and noise characteristics are not very good [37]. Other
structures such as KRC circuits [37] or two op-amp filter stages
are not produced by the method, as they do not directly cor-
respond to the SFG description. A pattern-matching-based ap-
proach can produce such architectures by expressing them as
patterns. For high-performance applications, the designer knowl-
edge and experience is critical in finding the bestimplementation.
Architecture generation can be also used for producing architec-This paper presents a methodology for high-level synthesis of con-
tural alternatives for the linear part of some nonlinear systertisuous-time analog systems from functional HDL specifications. Syn-
like analog-to-digital converters (ADC). We created multiple imthesis results are architectures that consist of op-amps and sized resis-
plementations for the linear part of a second-order sigma—dettas and capacitors such that their ac behavior and total silicon area are
ADC [28]. Modulator architectures resulted by connecting theptimized. The proposed methodology is used in conjunction with a
linear architectures with a quantizer and a digital-to-analog coaicuit synthesis tool, as bounds for op-amp dc gains, UGFs, input, and
verter. output impedances are found as a byproduct of synthesis.

Address different implementation styl€enerating OTA [23] The paper focuses on architecture generation, one of the main high-
based implementations is also a possible continuation of thevel synthesis tasks. Architecture generation explores distinct archi-
work. OTAs offer a simple design and an inherent wide banctures for a system using the TS heuristic. Compared to traditional

VIl. CONCLUSION
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Parameter optimization for fifth order filter
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Fig. 14. Parameter optimization for filter examples.

pattern-matching-based methods, the proposed technique is applicds]
tion-type independent, and does not require the setup of a large pat-
tern library with hundreds of patterns. The TS exploration is simple 9]
to implement and has short execution times. The paper also discussés
a hierarchical, two-step parameter optimization to optimize the ac be-
havior and area of an architecture. Parameter optimization guides tH&0]
exploration loop of architecture generation. A significant number of op-
timized architectures were produced for each experimented example,
including some well-known solutions. [11]

Experiments showed that linear analog systems operating at
low/medium frequencies can be automatically synthesized in #12]
reasonably long time and with reduced designer effort. Because of
a linear ac performance modeling without any layout parasitics, thef,l3]
synthesized designs can correctly operate at low/medium frequencies
up to several hundreds of kilohertz.
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