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Abstract—The size of a single-hop cross-bar fabric is still limited by the technology, and the fabrics available on the market do not exceed the terabit capacity. A multiplex fabric such as Clos network provides higher capacity by using smaller switching elements (SE). When the traffic load is balanced over the switches in a middle stage, all the traffic would get through the fabric, as long as the switch outputs are not overloaded. However, the delay that packets experience through the Clos switch depends on the granularity of flows that are balanced. We examine the maximum fabric utilization under which a tolerable delay is provided for various load balancing algorithms, and derive its general formula in terms of the number of flows that are balanced. We show that the algorithms which balance flows with sufficiently coarse granularity provide both high fabric utilization and delay guarantees to the most sensitive applications.

1. Introduction

Clos circuit switch has been proposed by Clos in 1953 at Bell Labs [4]. Figure 1 shows the connections between switching elements (SE) in a symmetric Clos three-stage switch. This interconnection rule is: the xth SE in some switching stage is connected to the xth input of each SE in the next stage [4], [5], [6]. Here, all connections have the same bandwidths. It has been shown that a circuit can be established through the Clos switching fabric without rearranging existing circuits as long as the number of SEs in the second stage is at least twice the number of inputs of an SE in the first stage, i.e. \( l \geq 2 \cdot n \). It has also been shown that a circuit can be established through the Clos switching fabric as long as the number of SEs in the second stage is no less than the number of inputs of an SE in the first stage, i.e. \( I \geq n \). In the latter case, the number of required SEs and their total capacity are smaller due to the fact that the existing circuits can be rearranged. While the complexity of the switching fabric hardware is reduced, the complexity of the algorithm for a circuit setup is increased. In both cases, non-blocking property of the Clos architecture has been proven assuming the specific algorithms for circuit setup [6].

The Clos switching fabric can be used for increasing capacity of packet switches as well. The interconnection of SEs would be the same as in the circuit switch case. However, these SEs should be reconfigured in each cell time slot based on the outputs of outstanding cells. Here, packets are split into cells of a fixed duration, which is typically 50 ns (64 bytes at 10 Gb/s). A scheduling algorithm that configures SEs in a Clos packet switch implies higher processing complexity than the scheduling algorithms that configure a cross-bar packet switch [3], [8], [10], [11]. Few heuristics have been proposed to configure SEs in Clos packet switches [7], [9]. However, a practical scheduling algorithm that provides non-blocking in these switches has not been designed. Algorithms for circuit setup in Clos circuit switches cannot be readily applied in Clos packet switches. First, all SEs should be synchronized on a cell-by-cell basis. Then, an implementation of the algorithm that rearranges connections on a cell-by-cell basis in SEs of a rearrangeable non-blocking Clos switch would be prohibitively complex [5]. So, the Clos fabric with the larger hardware, \( l = 2 \cdot n \), is needed for a non-blocking packet switch.

Clos packet switches in which the traffic load is balanced across the SEs may provide non-blocking. Such an architecture has been described in [2], [14]. Turner showed that the architecture is non-blocking if the traffic of each multicast session is balanced over the SEs in Benes packet switch [14]. Here the multicast session carries the information between end users in the network. However, the delay that can be guaranteed to the flows has not been assessed. The worst-case delay increases with the number of flows that are separately balanced, because different flows may transmit cells over the same SEs at similar times. It will be shown that for a fixed tolerable delay, the allowed fabric utilization may unacceptably decrease as the number of flows increases. First, we will describe several options for load balancing of flows with different granularities, and then assess their performance. Either inputs or output SEs may balance traffic, and flows to either output SE or outputs may be balanced separately. Formula for the fabric utilization in terms of the number of flows, and tolerable delay will be derived. Based on this performance analysis, the adequate load
balancing algorithms will be proposed at the end.

II. LOAD BALANCING ALGORITHMS IN THE CLOS PACKET-SWITCHES

Obviously, when cells reach the center SEs (SEs in the second stage), they are further routed according to their output addresses. So, load balancing can be only performed at the input SEs (SEs in the first stage). We will discuss four different load balancing algorithms. In the first load balancing algorithm, cells from some input bound for the particular output SE (SE in the third stage) are spread equally among center SEs. In the second case, cells from some input bound for the particular output are spread equally among center SEs. Then, the load can be balanced by input SEs: an arbiter associated with each input SE determines to which center SE a cell will be transmitted. So, in the third algorithm, cells transmitted from an input SE to some output SE would be spread equally across the center SEs. In the fourth algorithm, cells transmitted from an input SE to some output would be spread equally across the center SEs.

In the first load balancing algorithm, input i, 0 ≤ i < N, has m different counters associated with different output SEs, cij, 0 ≤ j < m. Here N = mN is the number of switch input and output ports. A cell arriving to input i and bound for the jth output SE will be marked to be transmitted through the cijth output of its SE, i.e., to be transmitted through the cijth center SE. Then, the counter in question is incremented modulo l, namely cij ← (cij + 1) mod l. In the second load balancing algorithm, input i, 0 ≤ i < N, stores N counters associated with different switch outputs, cij, 0 ≤ j < N. A cell arriving to input i and bound for the jth switch output will be marked to be transmitted through the cijth output of its SE, i.e., to be transmitted through the cijth center SE. Then, the counter in question is incremented modulo l. In the third load balancing algorithm, input i, 0 ≤ i < m, stores m different counters associated with different output SEs, cij, 0 ≤ j < m. A cell arriving to input SE i and bound for the jth output SE will be marked to be transmitted through the cijth output of its SE, i.e., to be transmitted through the cijth center SE. Then, the counter in question is incremented modulo l. In the fourth load balancing algorithm, input i, 0 ≤ i < m, stores N counters associated with different switch outputs, cij, 0 ≤ j < N. A cell arriving to input SE i and bound for the jth switch output will be marked to be transmitted through the cijth output of its SE, i.e., to be transmitted through the cijth center SE. Then, the counter in question is incremented modulo l.

Let us examine the blocking nature of a Clos packet switch based on a load balancing. Let SEij denote the jth SE in stage i throughout the text. In all algorithms, each input, or input SE, will transmit the traffic at equal rates through the connections from input to center SEs, and, consequently the rate, R_{i2}, transmitted through any of these connections is:

$$R_{i2} = \sum_{i' \in SE_{i1}} s_{i'}/l \leq n \cdot R/l,$$

where s_{i'} is the rate at which input i' sends the traffic. If r_{ik'} denotes the rate at which input i' sends the traffic to output k', then the rate, R_{23}, transmitted through a connection from a center (second stage) SE to an output (third stage) SE, say SE_{2k}, is:

$$R_{23} = \sum_{i'} \sum_{k' \in SE_{2k}} r_{ik'}/l \leq nR/l$$

using condition that the outputs are not overloaded. So, the maximum rate, R_c, supported by a connection in the fabric should fulfill:

$$R_c \geq n \cdot R/l,$$

because equality may be reached in (1,2). So, non-blocking is provided without link speedup if l ≥ n.

III. GENERALIZED PERFORMANCE ANALYSIS OF LOAD BALANCING ALGORITHMS

Traffic of each individual flow is balanced independently across the SEs. If there are many flows that transmit cells across some SE at the same time, the cells will experience long delay. Many applications, e.g. voice and video, require rate and delay guarantees. We will assess the worst case utilizations for balancing algorithms that provide rate and delay guarantees.

Time is divided into frames of F, cells, and each input-output pair is guaranteed a specified number of time slots per frame, for example a_ij time slots are guaranteed to input-output pair (i, j), 0 ≤ i, j < N. Each input, and each output can be assigned at most F_u time slots per frame, i.e.,

$$\sum_k a_{ik} \leq F_u, \sum_k a_{kj} \leq F_u.$$

We will evaluate F_u in terms of F and N_f for which all cells of one frame pass the stage in the next frame when various load balancing algorithms are applied. Here N_f is the maximum number of flows passing through some connection that are separately balanced. We will assume that the fabric is non-blocking, i.e., that l = n.

We assume that there is a coarse synchronization in a switch, i.e., that at some point of time the input ports schedule cells belonging to the same frame. The delay that a cell may experience through Clos switch is three times the frame duration D = 3FT_c. The coarse synchronization may introduce an additional delay smaller than the frame duration, but may also simplify the controller implementation. Otherwise, SEs should give priority to the earlier frames which complicates their schedulers, also cell resequencing becomes more complex because the maximum jitter is increased.

Let F_c denote the number of cells per frame sent from a given input SE through a given center SE. We will calculate F_c ≤ F in terms of F_u, and then the maximal utilization F_u/F of the connections from input to center SEs. Because of the symmetry, utilization is the same for the connections from center to output SEs, as will be explained. Let N_f further denote the largest number of flows sourced by SE_{ij} that pass through the links from this SE to center SEs; and, f_{ij}, 0 ≤ g < N_f, denote the number of time slots per frame that are
guaranteed to the individual flows sourced by SE14. It follows:

\[ F_c \leq \sum_{g} [f_{1g}/n] \Rightarrow \]
\[ F_c < \sum_{g} f_{1g}/n + N_f \Rightarrow \]
\[ F_c < F_u + N_f, \quad (5) \]

where \([x]\) is the smallest integer no less than \(x\), i.e. \([x] < x + 1\). Let us find the maximum number of cells sourced by SE14 that may happen to be transmitted through the given center SE, say SE2j. Assume that out of \(N_f\) flows sourced by SE14, \(N_f - n\) flows are assigned one time slots per frame, and the remaining \(n\) flows are assigned \(\max(0, nF_u - (N_f - n))\) time slots per frame. If it happens that first cells in a frame of all flows are sent through SE2j, the total number of cells per frame transmitted through SE2j from SE14 is maximized, and is easily shown to be:

\[ \max(N_f, F_u + (n - 1) \cdot N_f/n - w), \quad (6) \]

where \(0 \leq w < n\). Note that in this case \(F_c\) almost reaches the upper bound in (5) since \(F_u > N_f - n\). The maximum number of cells transmitted per frame from a center to an output SE is the same if \(N_f\) is the number of flows bound to the output SE that pass through the links from center SEs to this output SE. In that case \(f_{1g} = 0 \leq g < N_f\), is the number of cells guaranteed to flow \(g\) bound to SE3k. Again, out of \(N_f\) flows bound for SE3k, \(N_f - n\) flows may transmit one cell per frame that pass through SE2j etc. Since \(F_c \leq F\) for any of the internal connections in the fabric, it follows that

\[ F_u \leq \max([N_f/n], F - (n - 1) \cdot N_f/n + w), \quad (7) \]

and the maximum utilization for which cells pass through the switch within designated frames is approximately:

\[ U = \begin{cases} \frac{1 - N_f/F}{N_f} & F \geq N_f, \\ 0 & F < N_f, \end{cases} \quad (8) \]

where \(N_f\) is the maximum number of flows sourced by any input SE or bound to any output SE, i.e. the maximum number of flows passing through some fabric internal connection that are separately balanced.

We calculated the maximum utilization when different flows bound for the same SE are not desynchronized, so they might send cells within a given frame starting from the same center SE. Alternatively, flow \(g\) of SE14 resets its counter at the beginning of a frame to \(c_{1g} = (i + g) \mod n\). We will calculate the maximum number of cells that are transmitted from SE14 through SE2\((n-1)\) in the middle stage, and the same result would hold for any other center SE. The number of cells in flow \(g\) transmitted from SE14 through SE2\((n-1)\) is \(\lfloor(f_{1g} + (i + g) \mod n)/n\rfloor\), where \([x]\) is the smallest integer not greater than \(x\) i.e. \([x] \leq x\). So, the number of cells from SE14 through SE2\((n-1)\) is:

\[ F_c = \sum_{0 \leq g < N_f} [(f_{1g} + (i + g) \mod n)/n] \]
\[ \leq \sum_{0 \leq g < N_f} (f_{1g} + (i + g) \mod n)/n \]
\[ \leq F_u + [N_f/n] \cdot (n - 1)/2 = F_u + N_f/2. \quad (9) \]

Equality in (9) is reached iff:

\[ f_{1g} = n - (i + g) \mod n + n \cdot y_{1g}, \quad (10) \]

where \(y_{1g} \geq 0\) are integers. Values \(f_{1g}\) that satisfy condition (10) exist if it holds that:

\[ nF_u = \sum_{0 \leq g < N_f} f_{1g} \]
\[ \geq \sum_{0 \leq g < N_f} n - (i + g) \mod n = [N_f/n]n(n + 1)/2 \Rightarrow \]
\[ F_u \geq [N_f/n] \cdot (n + 1)/2 \approx N_f/2. \quad (11) \]

If inequality (11) holds, equality in (9) may be reached. Since \(F_c \leq F\), it follows that:

\[ F_c = F_u + N_f/2 \leq F \Rightarrow \]
\[ U_r = F_u/F \leq 1 - N_f/(2F) \]
\[ F \geq N_f. \quad (12) \]

However, if inequality (11) does not hold, then:

\[ sz(x + 1)/2 \leq nF_u < s(z + 1) \cdot (z + 2)/2 \Rightarrow \]
\[ z \approx \sqrt{2nF_u/s}, \quad (13) \]

where \(s = [N_f/n]\), and \(0 \leq z < n\) is an integer. It is easy to understand that \(F_r\) will be maximal for:

\[ f_{1g} = \begin{cases} n - k & n - z \leq k = (i + g) \mod n < n \\ 0 & 0 \leq (i + g) \mod n < n - z. \end{cases} \quad (14) \]

Then,

\[ F_c = sz \approx \sqrt{2F_uN_f}. \quad (15) \]

If (11) does not hold, from \(F_c \leq F\) follows that:

\[ F_c = \sqrt{2F_uN_f} \leq F \Rightarrow \]
\[ U_r = F_u/F \leq \min(N_f/(2F), F/(2N_f)). \quad (16) \]

Note that formulas (12,16) hold if \(F_c\) is the number of cells transmitted from a center to an output SE and \(N_f\) is the number of flows bound to the output SE, while in the derivation \(f_{1g}\) denotes the number of cells in flow \(g\) transmitted to SE3k starting from SE2j. So, the maximum utilization when counters are reset each frame is:

\[ U_r = \begin{cases} 1 - N_f/(2F) & F \geq N_f \\ \min(N_f/(2F), F/(2N_f)) & F < N_f. \end{cases} \quad (17) \]

From (12,16,17), it follows that:

\[ U_r = \begin{cases} 1 - N_f/(2F) & F \geq N_f \\ F/(2N_f) & F < N_f. \end{cases} \quad (18) \]

IV. PERFORMANCE OF LOAD BALANCING ALGORITHMS

It can be observed from our previous analysis that the performance of a load balancing algorithm depends on the number of flows that are separately balanced. Let \(N_f\) denote the number of balanced flows passing through some internal link. In the first algorithm, \(N_f = N\), because any input SE sources \(n^2 = N\) flows, and each of \(N\) inputs balances one flow for any output SE. In the second algorithm, \(N_f = nN\), because any input SE sources \(nN\) flows, and each of \(N\) inputs balances \(n\) flows bound for any output SE. In the third
algorithm, \( N_F = n \) because any input SE sources \( n \) flows, and each of \( n \) input SEs balances one flow for any output SE. In the fourth algorithm, \( N_F = n \) because any input SE sources \( n^2 = N \) flows, and each of \( n \) input SEs balances \( n \) flows for any output SE.

By substituting \( N_F \) in formula (8), we obtain the maximum utilizations for described load balancing algorithms:

\[
U_1 = U_4 = 1 - N/F, \quad F \geq N
\]

\[
U_2 = \begin{cases} 
1 - nN/F & F \geq nN \\
0 & F < nN
\end{cases}
\]

\[
U_3 \approx 1,
\]

(19)

because \( F < N \) is of no practical interest. So, the second load balancing algorithm is least efficient, while the third algorithm is most efficient. In order to increase the efficiency of the load balancing algorithms, the frame length should be increased. On the other side, the cell delay is proportional to the frame length. Assume that the maximum delay that can be tolerated by most sensitive applications such as interactive voice and video is \( D \), and the cell time slot duration is \( T_c \), then

\[
F \leq D/(3T_c) \Rightarrow \]

\[
U_1 = U_4 = 1 - 3nT_c/D,
\]

\[
U_2 = \begin{cases} 
1 - 3nT_c/D & D \geq 3nT_c \\
0 & D < 3nT_c
\end{cases}
\]

(20)

(21)

Table I (a) shows the switch efficiency of the first and the third load balancing algorithms for various tolerable delays and switch sizes, while Table I (b) shows the switch efficiency of the second load balancing algorithm for the same parameters. It has been assumed that \( T_c = 500n \). One way packet delay that can be tolerated by interactive applications is around 150ms, but only 50-60ms of this allowed delay can be budgeted for the queuing. The switch delay below 3ms may be required for various reasons. For example, packets might pass multiple packet switches from their sources to the destinations, and packet delays through these switches would add. Also, in order to provide flexible multicasting, the ports should forward packets multiple times through the packet switch, and the packet delay is prolonged accordingly [2], [12], [13], [14]. We see that the efficiency of the second balancing algorithm might decrease unacceptably as the switch size is increasing, and therefore the first and the third load balancing algorithms are superior.

If flows are balanced starting from different center SEs, the efficiency of load balancing could be increased. Namely, at the beginning of each frame, counters will be set to the appropriate values, e.g. \( c_{ij} = (i + j) \mod n \), where \( 0 \leq i < N \), \( 0 \leq j < n \) for the first load balancing algorithm, \( 0 \leq i, j < N \) for the second algorithm, \( 0 \leq i < n \), \( 0 \leq j < N \) for the fourth algorithm. (Efficiency of the third algorithm is already close to 100%) The guaranteed utilizations for the enhanced load balancing algorithms can be derived by substituting \( N_F \) in formula (18):

\[
U_1 = U_4 = 1 - N/2F, \quad F \geq N.
\]

\[
U_2 = \begin{cases} 
1 - nN/(2F) & F \geq nN \\
0 & F < nN
\end{cases}
\]

(22)

It follows that:

\[
U_1 = U_4 = 1 - 3nT_c/(2D),
\]

\[
U_2 = \begin{cases} 
1 - 3nT_c/(2D) & D \geq 3nT_c \\
0 & D < 3nT_c
\end{cases}
\]

(23)

where \( D \) is the maximum delay that can be tolerated.

Table II shows the efficiency for the load balancing in which counters are reset every frame. We note that the efficiency of the second load balancing algorithm is improved, but it is still low in large switches where cells bound for the particular output are spread equally across the center SEs. So, it is preferred that cells bound for the output SE are spread equally.
across center SEs, or that input SEs spread cells across center SEs. However, the implementation of the algorithms where input SEs balance the traffic may be more complex, and, consequently, less scalable. First, inputs have to exchange the information with the SE arbiter. Secondly, counters of the arbiter should be updated n times per cell time slot, which may require advanced processing capability, and may limit the number of SE ports i.e. the total switch capacity.

V. CONCLUSION

Clos packet switches are non-blocking when the load bound for either outputs or output SEs is balanced across the SEs in the middle stage. However, the fabric utilization under which delay requirements are met may be low in high-capacity switches. We calculated the utilization for the four load balancing algorithm in terms of the number of flows that are balanced, and various tolerable delays. The utilization was shown to be poor in large switches in which end-to-end sessions are balanced separately. However balancing the small number of flows readily provides required rate and delay guarantees.
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