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Abstract In this paper, we analyze algorithmic and
architectural characteristics of a class of particle fil-
ters known as Gaussian Particle Filters (GPFs). GPFs
approximate the posterior density of the unknowns
with a Gaussian distribution which limits the scope of
their applications in comparison with the universally
applied sample-importance resampling filters (SIRFs)
but allows for their implementation without the clas-
sical resampling procedure. Since there is no need for
resampling, we propose a modified GPF algorithm that
is suitable for parallel hardware realization. Based on
the new algorithm, we propose an efficient parallel and
pipelined architecture for GPF that is superior to sim-
ilar architectures for SIRF in the sense that it requires
no memories for storing particles and it has very low
amount of data exchange through the communication
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network. We analyze the GPF on the bearings-only
tracking problem and the results are compared with re-
sults obtained by SIRF in terms of computational com-
plexity, potential throughput, and hardware energy. We
consider implementation on FPGAs and we perform
detailed comparison of the GPF and SIRF algorithms
implemented in different ways on this platform. GPFs
that are implemented in parallel pipelined fashion on
FPGAs can support higher sampling rates than SIRFs
and as such they might be a more suitable candidate for
real-time applications.

Keywords Gaussian particle filters ·
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1 Introduction

Sequential importance sampling based filters or particle
filters (PFs) have recently been in the focus of exten-
sive research [8]. These filters are applied to problems
that can be formulated by dynamic state space (DSS)
models. DSS models describe the evolution of a state
of interest with time and the observations as a function
of the state. PFs are used to estimate the unobserved
states or their functions or to detect events described
by the states. They outperform other filters in many
important practical situations, and their flexibility in
addressing a wide variety of problems makes them very
attractive.

PFs are methods for sequential signal processing
where the distributions of interest are approximated
by discrete random measures which are represented by
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samples (particles) from the space of unknowns and
weights associated to the particles. Particle filters imple-
ment three steps: 1) propagation of (proposal of new)
particles, 2) computation of their weights (by using the
principle of importance sampling), and 3) resampling.
There are many variations of PFs, but in this pa-
per we consider two types. One employs the sample-
importance-resample (SIR) algorithm and we refer
to these filters as sample-importance-resample filters
(SIRFs). The other filters do not employ resampling
but use Gaussian approximations of the desired den-
sities, and we call these filters Gaussian particle filters
(GPFs) [19].

Applications of the GPF are restricted to problems
where the filtering densities can be approximated by
Gaussian distributions. The GPF can be applied to any
problem where the Extended Kalman Filter (EKF) or
the unscented Kalman filter (UKF) can be used. In [28]
it was stated that the GPF is asymptotically optimal, in
contrast to the EKF and UKF, and that its performance
is better for as long as enough random particles are
employed by the GPF. The better performance of the
GPF with respect to that of the EKF and UKF has been
demonstrated in [26], where as metrics for comparison
were employed the Kullback-Leibler and χ2 distances
between the filtering distributions obtained by these
filters and the one estimated by the standard particle
filtering method.

The number of applications where one can use GPFs
is large and they include localization, tracking, and
navigation. Examples of navigation include map based
localization of objects [25] and those of tracking com-
prise target tracking based on bearing measurements
[1], ballistic radar data [17, 23] or blind doppler data
[23]. Examples of navigation include global positioning
systems [1] and navigation of road vehicles [18]. Other
applications are in data association and fusion [22].

Recently, the GPF was used for effective message
representation/approximation in belief propagation
algorithms for a wireless networks application [30]. In
[5], the GPF was emplyed for the implementation of a
probability hypothesis density filter (a multiple-target
filter that recursively estimates the number of targets
and their state vectors from sets of observations). In
[11], the GPF was exploited for tracking of a maneu-
vering target and it showed excellent performance even
for complex target maneuvering patterns. In [13], the
GPF was used for in-motion alignment of the inertial
navigation system when the observation variable is the
velocity. The simulation results showed that the GPF is
much more robust than the UKF in presence of initial
misalignment.

Since all of the above applications are real-time ap-
plications and particle filters are expected to perform
better than traditional algorithms, it is worthwhile ana-
lyzing and improving the implementation aspects of
particle filters. PFs are very computationally extensive
and that restricts their application to real-time prob-
lems. Previous work dealt with several different aspects
of implementation of PFs and it was focused mainly
on SIRFs. Several modifications of the particle filtering
algorithm that improve execution time and simplify
the particle filtering steps were proposed in [2]. Novel
particle filters designed to overcome the barrier of
sequential implementation and brought closer to a fully
parallel implementation were developed and studied
in [3]. Architectures for particle filters applied to the
bearings-only tracking problem were proposed in [3]
and [15]. The hardware implementation improved the
speed of the particle filter in comparison with the imple-
mentation of the same filter on digital signal processors
by 50 times.

In some of our previous work, it was shown that
many applications require parallel implementation of
SIRF in order to achieve real-time requirements. Par-
allel SIRFs were implemented with multiple processing
elements (PEs), where each PE processes a fraction
of the total number of particles, and a single central
unit controls the operations of the PEs. The sample
and importance steps of SIRFs are inherently parallel;
therefore most of the effort is focused on modifying the
resampling procedure so that it is more suitable for par-
allel implementation and on modifying the algorithm
so that the data exchange between the parallel PEs is
reduced and made deterministic [3].

The GPF has some properties that makes it very
suitable for parallel implementation with multiple PEs.
GPFs do not require a resampling procedure and there-
fore there is no need for exchanging particles between
the PEs. So, the data exchange in GPFs, though not
negligible, is significantly lower than in SIRFs and is
deterministic.

In this paper, the GPF algorithm is first modified
using loop fusion and some additional transformations
so that it is suitable for pipelined hardware implemen-
tation with multiple PEs. These modifications result in
an attractive feature of the GPFs in that they can be im-
plemented without storing particles between successive
time instants. This eliminates the need for memories
in hardware and provides freedom of using a large
number of particles for processing without having con-
straints by memory size. The latter might be important
for embedded applications. In SIRFs, the number of
used particles are restricted by the practical limits on
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memory capacity determined by the available chip area
and speed.

In the paper we also analyze the algorithms and high
level architectures of SIRFs and GPFs from a hardware
implementation viewpoint on the basis of execution
throughput, memory requirements and complexity of
data exchange between CUs and PEs in case of parallel
implementation. The application that is used for the
analysis is the bearings-only tracking problem [12]. We
consider the FPGA design platform for single PE and
multiple PE configurations. We have determined that
SIRFs are more energy efficient for low capacity single
PE implementations and that GPFs are superior in
executing a large number of particles with multiple PEs
and at high sampling frequencies.

The choice between traditional SIRFs and GPFs for
hardware implementation will always involve a tradeoff
[4]. Although GPFs have the aforementioned advan-
tages for parallel hardware implementation, they suffer
from increased complexity due to some operations that
are particular to the GPF algorithm. These include a
more complicated particle generation (sampling) step
as compared to the one of SIRFs, and Cholesky decom-
position of covariance matrices. Complexity analyses of
GPFs and SIRFs are provided as well as elaboration on
how to choose the right filter for an application where
the critical features of the filters are the number of
particles and the model dimension.

A hardware implementation of GPFs is presented
in [16]. In this paper, the original GPF algorithm is
implemented in hardware in pipelined but not parallel
fashion. The paper also provides a novel architecture
and a mapping method for the control path of the
design. This paper is different from [16] in that it shows
algorithmic modifications of GPFs and analyzes differ-
ent algorithmic/architectural parameters of both SIRFs
and GPFs especially for parallel implementation.

The rest of the paper is organized as follows.
Section 2 describes the way the GPF is implemented in
the paper and the main design parameters that are used
for quantifying the performance of the implementation.
Section 3 provides a brief review of the theory of GPFs.
Section 4 presents the proposed modifications of GPFs
and an analysis of the algorithmic complexity of GPFs
in terms of temporal and spatial concurrency. Section 5
discusses implementation issues for sequential and con-
current implementations of both SIRFs and GPFs. A
data flow analysis and high level architecture charac-
terization are given in this section. A lower level com-
parison between SIRFs and GPFs in terms of resource
utilization and speed is presented in Section 6. This
section is intended to give an estimate of the resource

usage and energy consumption of SIRFs and GPFs
based on the algorithm and high level architectures.
Section 7 concludes the paper.

2 Design Metrics and Their Relation to PFs

In order to fulfill the real-time requirements, we con-
sider parallel pipelined implementation of GPFs and
SIRFs on an FPGA platform. Next, we describe several
concepts that are used in the paper.

Concurrency of operation means that different in-
structions or different parts of the instructions can be
executed at the same time on different hardware re-
sources (pipelining) [21]. In order to apply pipelining
efficiently, it is necessary to work with streams of data.
The longer the streams are, the more efficient the
pipelining is because the time overhead associated with
initiating and ending the pipelining is less important.
GPFs and SIRFs are stream based algorithms where the
streams are particles and not the input observations as
it is common with other DSP algorithms.

Data parallelism means that the same instructions
can be executed on different data sets using different
hardware resources. In this paper we analyze algo-
rithms for which we use time-multiplexed hardware for
parts of the algorithms with data dependencies. For
the parts of the algorithm without data dependencies,
the one-to-one mapping method is used, which means
that every operation in the algorithm has its own block
in hardware. One-to-one mapping results in significant
speed improvements if both concurrency of operations
and data parallelism can be utilized.

The reasons (from hardware standpoint) for using
the design of SIRF as a reference are: 1. it has rela-
tively simple independent operations in comparison
with more advanced particle filters, which entails
smaller area requirements and 2. it has a relatively
large number of particles per PE in comparison with
the pipelining depth, and that justifies pipelined and
parallel implementation. In the sequel we show that
the GPF is even better suited for parallel hardware
implementation.

In this paper, we analyze the algorithms and high
level architectures of SIRFs and GPFs from a hardware
implementation viewpoint on the basis of the following
metrics: (a) execution throughput, (b) memory require-
ments, and (c) complexity of data exchange between
CUs and PEs in case of parallel implementation. These
metrics are evaluated against model dimension and
number of used particles. We selected these metrics
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because increasing any of them also increases the com-
plexity of the hardware implementation.

Execution throughput is defined as the input sam-
pling frequency that can be achieved for a specified
number of particles. The main design criterion in this
paper is high speed, so we try to maximize the input
sampling frequency for a given number of particles.
Regarding data exchange, we consider the number of
data exchanges between the CU and the PEs as well as
the type of exchange which can be either deterministic
(known before run time) or random (unknown before
run time). The data exchange in GPFs, though not
negligible, is significantly lower than in SIRFs and is
deterministic. This makes the GPF a better candidate
for parallel implementation. Memory requirements
include the amount of memory that is needed to store
the particles and their weights.

On the implementation side, energy and area re-
quirements for FPGA are analyzed.

3 Theory of Gaussian Particle Filtering

PFs are used in problems which are represented using
DSS models. These models involve a state equation
which shows how the state evolves with time and an
observation equation that relates the noisy observa-
tions to the state. These equations have the form:

xn = fn(xn−1, un)

yn = gn(xn, vn) (1)

where n ∈ N is a discrete-time index, xn is a signal
vector of interest, and yn is a vector of observations.
The symbols un and vn are noise vectors, and fn and
gn are a signal transition function and a measurement
function, which are assumed known. In a particle filter-
ing framework, the objective is to estimate recursively
in time the signal xn, ∀n, from the observations y1:n,
where y1:n = {y1, y2, · · · , yn}.

The particle filters base their operation on repre-
senting relevant densities by particles drawn indepen-
dently from an importance function π(xn|x(m)

n−1, y1:n) that
has the same support as the posterior density. Each
particle has a weight associated with it. Accordingly,
if the particles

{
x(m)

0:n ; m = 1, 2..., M
}

1 are drawn from
the importance function π(x0:n|y1:n), then an estimate
of E(h(x0:n)),

I = E(h(x0:n)) =
∫

h(x0:n)p(x0:n | y1:n)dx0:n (2)

1The notation x(m)
0:n represents the set

{
x(m)

0 , x(m)
1 , · · · , x(m)

n
}
.

where h(x0:n) is some function of x0:n, can be obtained
by the following expression [8, 9]:

ÎM(h) =
M∑

m=1

h
(
x(m)

0:n
)
w(m)

n (3)

w(m)
n = w̃(m)

n
∑M

j=1 w̃
( j)
n

(4)

w̃(m)
n = p

(
y1:n | x(m)

0:n
)

p
(
x(m)

0:n
)

π
(
x(m)

0:n | y1:n
) (5)

where x(m)
0:n denotes the m−th stream of particles of the

unobserved state of the system, y1:n is the sequence of
observed data, and w̃(m)

n is the non-normalized weight
of the m−th particle.

Densities that play a critical role in sequential signal
processing are the filtering density, p(xn|y1:n), and the
predictive density, p(xn+l|y1:n), l ≥ 1. It can be seen
that SIRFs operate by propagating the approximations
of the desired densities recursively in time. GPFs op-
erate in the same way but by making the additional
assumption that the filtering and predictive densities
are Gaussians. In the latter case, therefore, only the
parameters of the densities are propagated recursively
in time (the mean vector and the covariance matrix).
In the implementation of GPFs, Monte Carlo simu-
lations are employed to obtain the estimates of the
necessary density parameters and these estimates are
recursively updated in time [19, 20]. Propagation of the
first two moments only instead of the whole particle
set simplifies the parallel implementation of the GPF
significantly.

The GPF is much easier to implement when the prior
density is used as importance function. This means that
π(xn|xn−1, y1:n) is given by p(xn|xn−1). In this case, the
GPF performs the steps shown in Pseudocode 1.

4 Algorithmic Modifications and Complexity
Characterization

4.1 Temporal Concurrency

It is observed that the GPF contains four loops of M
iterations, where each loop is used for calculation of
one step in Pseudocode 1. Since the results from step
one are used in the following steps, all M values of
the states and weights must be saved in the memory
for further processing. However, all four steps have the
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Pseudocode 1 GPF
algorithm with the prior
density as importance
function.

Input: The observation yn and previous estimates μn−1 and �n−1.
Setup: Mean μ0 and covariance �0 based on prior information.
Method:

GPF - Time update algorithm.
1. Draw conditioning particles from N (xn−1;μn−1, �n−1) to obtain

{
x(m)

n−1

}M
m=1.

2. Generate particles by drawing particles from p
(
xn | x(m)

n−1

)
to obtain

{
x(m)

n
}M

m=1.
GPF - Measurement update algorithm

3. (a) Calculate weights by w̃
(m)
n = p

(
yn | x(m)

n
)
.

(b) Normalize the weights by w
(m)
n = w̃

(m)
n

/ ∑M
m=1 w̃

(m)
n .

4. Estimate the mean and covariance of the filtering distribution by
(a) μn = ∑M

m=1 w
(m)
n x(m)

n

(b) �n = ∑M
m=1 w

(m)
n

(
x(m)

n − μn
)(

x(m)
n − μn

)�
.

same number of iterations and as such they are suitable
for loop fusion [24].

The steps 1, 2 and 3(a) in Pseudocode 1 can be easily
fused. Weight normalization (step 3(b)) requires that
all the weights are known in order to form the sum
of the weights and as such is not appropriate for loop
fusion. However, we can modify the algorithm so that
in calculating the mean and covariance coefficients we
first use the non-normalized weights and perform nor-
malization at the end with the sum of weights Wn. Step
4(b) cannot be fused in its original form since the mean
is not known during the computation of the covariance
coefficients until all of the M particles are processed.
However, this step can be rewritten as follows:

�n = 1

Wn

M∑

m=1

w̃(m)
n x(m)

n x�(m)
n − μnμ

�
n . (6)

The second term on the right is constant, and it can
be calculated outside the loop. The first term of the
modified step 4(b) can be fused with the previous three
steps. The fused steps are presented in Pseudocode 2.
Note that the particles x(m)

n do not need to be saved,
which is advantageous for hardware implementation.
There is additional processing outside the main loop
that is still necessary (Pseudocode 3) and it involves:
final computation of the mean and covariance coef-
ficients (step 2), calculation of the final covariance
coefficients using Eq. 6 (step 3) and performing the
square root of a matrix (step 4). The square root of a
matrix is needed because the Gaussian random number
generation in step 1 of Pseudocode 2 utilizes Cn which
is the square root of the covariance matrix. For that
step, we selected the Cholesky decomposition as one
of the possible solutions for square rooting of a matrix.
In non-parallel implementations (i.e., with a single PE),
step 1 in Pseudocode 3 is not necessary.

4.2 Spatial Concurrency

Spatial concurrency can be exploited for developing
parallel architectures by mapping independent opera-
tions to multiple hardware units that operate in parallel.
While temporal concurrency is exploited for reducing
storage requirement and increasing throughput, spatial
concurrency is exploited to increase throughput only.
The throughput is increased by making all hardware
units operate independently. Spatial concurrency is also
exploited for multiple PEs execution.

It can be seen from the GPF algorithm that the par-
ticle and weight calculation steps for each of the M
particles are independent of the other particles. The
operations of each iteration of the loop in Pseudocode
2 are independent. Moreover the loop does not have
any loop-carried dependence [14]. Thus, the loop level
parallelism can be exploited for increasing throughput.
This is done by having multiple independent PEs each
processing a fraction of the total number of particles.
The number of PEs, K, defines the degree of paral-
lelism. The maximum degree of parallelism is obtained
when each PE consists of only one particle (K = M).

There is dependence among the iterations of the
step related to estimation of the mean and the co-
variance. To parallelize this step, partial sums of the
mean and covariance

(
μk

n and �k
n

)
are calculated by

the PEs and then added in the end in the CU (step 1
of Pseudocode 3). In the pseudocode, quantities with
subscript k represent the result of operations in the
k−th PE. During the final addition of partial sums, the
PEs communicate with the CU and the amount of data
transferred corresponds to the dimension of the state
space model.

In summary, with the modified algorithm, in the
PEs we perform concurrent operations on the parti-
cles whereas in the CU, we carry out sequential post
processing.
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Pseudocode 2 Part of the
GPF algorithm that runs
in parallel on PEs after
loop fusion is applied.
The symbol k denotes
the k−th PE and K
denotes the total
number of PEs.

Input: The observation yn and previous estimates μn−1 and matrix Cn−1 s.t. �n−1 = Cn−1C�
n−1.

For n = 1, mean μ0 and covariance �0 are based on prior information.
Setup: Sum of weight, mean and covariance elements in the k−th PE: Wk

n = 0, μk
n = 0, �k

n = 0.
Method:

for m = 1 to M/K
1. Drawing conditioning particles from N (xn−1;μn−1, �n−1) to obtain x(m)

n−1.

2. Generation of particles: Draw a particle from p
(
xn | x(m)

n−1

)
to obtain x(m)

n .
3. (a) Weight calculation w̃

(m)
n = p

(
yn|x(m)

n
)
.

(b) Update the current sum of weights by Wk
n = Wk

n + w̃
(m)
n .

4. Updating mean μk
n and covariance �k

n by
(a) μk

n = μk
n + w̃nxn

(b) �k
n = �k

n + w̃nxnx�
n .

end

4.3 SIR Algorithm

For the purpose of comparison, we provide the modi-
fied SIR algorithm in Pseudocode 4. Algorithmic mod-
ifications to extract temporal and spatial concurrency
have also been applied to the traditional SIRF. These
modifications have been detailed in [3]. The presented
SIR algorithm is also considered to run in parallel on K
PEs, where each PE processes M/K particles.

4.4 Computational Complexity Characteristic

A comparison of number of operations and memory
requirements for one recursion of SIRFs and GPFs
is shown in Table 1. The number of operations for
particle generation and weight calculation is not pre-
sented because it is the same for both filters. Additional
complexity for GPFs is added due to the generation
of conditioning particles and computation of the mean
vector and covariance matrix of the states. We would
like to stress here that the complexity of these steps is
related to the dimensionality of the model Ns as O(N2

s ).
For the GPF, the number of multiplication operations

for the computations of the mean vector and covariance
matrix is equal to Ns(Ns + 1), whereas for the SIRF, the
number of multiplications for calculation of the mean
is Ns. On the other hand, the memory requirements of
SIRFs are dominant. They increase with the increase of
the dimension of the model as shown in [6]. In the table,
(Ns + 2) data per particle are used for storing Ns states,
a weight and an index that is a result of the resampling
process.

In presenting the amount of data exchange required
for SIRFs and GPFs, we consider SIRFs with parallel
resampling described in [3]. In both filters, operations
without data dependencies are mapped to the PEs in
order to allow for parallel processing. In GPFs, these
are the four operations described by Pseudocode 2. In
SIRFs with parallel resampling, the particle generation,
weight calculation and partial resampling are mapped
to the PEs. The parallel architecture for GPFs that
consists of four PEs and the CU is shown in Fig. 1.

For an Ns dimensional model, the amount of
data acquired by the CU from each of the K PEs
is: Ns(Ns + 1)/2 + Ns + 1 = (N2

s + 3Ns)/2 + 1, where
Ns(Ns + 1)/2 is the number of data in the covariance
matrix �(k)

n (which is symmetric), Ns is the number of

Pseudocode 3 Part of the
GPF algorithm that runs
sequentially on the CU
and exchanges data
with K PEs.

Input: Wk
n , μk

n and �k
n for k = 1, ..., K.

Setup: sum of the weights Wn = 0, initial mean μn = 0 and covariance �n = 0.
Method:

1. Collect data including update central sum of weights, mean and covariance
for k = 1 to K

(a) Wn = Wn + Wk
n .

(b) μn = μn + μk
n

(c) �n = �n + �k
n

end
2. (a) Scale mean and covariance

(a) μn = μn/Wn

(b) �n = �n/Wn

3. Compute the covariance estimate �n = �n − μnμ�
n

4. Compute the Cholesky decomposition of the matrix �n in order to obtain Cn.
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Pseudocode 4 The SIR
algorithm with concurrent
operations on the
PEs and sequential
operations on the CU.

Input: The observation yn and previously resampled particles
{
x̃(m)

n−1

}M/K
m=1 .

Setup: Initial sum of weights Wk
n = 0.

Method:
PE Operation CU Operation
for m = 1 to M/K

1. Draw a particle x(m)
n from p

(
xn|x̃(m)

n−1

)
.

2. Calculate weights by w̃
(m)
n = w

(m)
n−1 · p

(
yn|x(m)

n
)
.

3. Update the partial sum
of weights by Wk

n = Wk
n + w̃

(m)
n

end
4. Transfer Wk

n for k = 1, ..., K to the CU
5. Compute the total sum Wn

6. Compute the number of particles
each PU will produce after
resampling as Mk

n = �Wk
n · M/Wn�

7. The CU sends Mk
n for k = 1, ..., K

to the PEs
8. Resample M/K particles to obtain

a new set of particles
{
x̃(m)

n
}Mk

n
m=1 and w

(m)
n = Wk

n · K/(Wn · M) .
9. Redistribute the particles x̃(m)

n

from the PEs with surplus
to PEs with deficit of particles.

data in the mean vector μ(k)
n , and 1 corresponds to the

sum of weights W(k)
n . The CU sends back to the PEs

the calculated mean μn and the Cholesky factorization
Cn of the final covariance matrix. This is an additional
Ns(Ns + 1)/2 + Ns data. Since, the same data are sent
to each PE, it is beneficial to use mechanisms that
allow for simultaneous transfer of data from the CU
to all the PEs. For the bearings-only tracking problem,
when there is one target, Ns = 4, so the number of data
sent from each PE to the CU is 15 and the number
of data sent from the CU back to the PEs is 14. This
data exchange is depicted in Fig. 1. Overall, however,
the number of data that are transferred during data
exchange is much smaller than in the case of SIRFs, and
it is fixed over time. This feature greatly increases the
scalability [14] of the filter and also ensures that data
exchange is never the dominant operation of GPFs.
In contrast, in the worst case of SIRFs, M/2 particles
are sent during data exchange [3].

The complexity characteristics of SIRFs and GPFs
are summarized in Table 2. In the table, the effects

of the increase in model dimension on different par-
ticle filter parameters are shown together with their
resources requirements. The summary of the effects is
as follows:

1. For GPFs, the number of operations per particle
increases quadratically with model dimension. This
significantly affects the complexity of the units for
drawing conditioning particles and covariance es-
timation as well as the complexity of the CU. For
SIRFs, the number of operations increases linearly
with the model dimension.

2. The number of particles needed to achieve a re-
quired accuracy increases with the model dimen-
sion and that affects the sampling periods of both
SIRFs and GPFs. However, SIRFs are more af-
fected since there is an additional time for accessing
the memories. There is a significant area increase
in the spatial implementation of SIRFs, because
physical memories are necessary to store particles
and weights.

Table 1 Comparison of the number of operations and memory requirements of SIRFs and GPFs in a PE.

Algorithms Gaussian random Multiplication operations Memory requirements
number generator Drawing conditioning particles Computation of estimate

GPF 2Ns M Ns(Ns + 1)M/2 Ns(Ns + 1)M 0
SIRF Ns M 0 Ns M (Ns + 2)M

One sampling period of PF is analyzed. The operations that are the same in the particle generation and weight calculation steps are not
considered.



J Sign Process Syst

PE1

PE4

PE2

PE3

CU

Figure 1 A parallel GPF model with K = 4 PEs.

3. For GPFs, the data exchange requirements increase
quadratically with the model dimension, but the
amount of data that is transferred between the PEs
and the CU is several orders of magnitude lower
than that for SIRFs. Besides, the data exchange
pattern of GPFs is deterministic.

4. For GPFs, the complexity of mathematical op-
erations increases resulting in a very large word
length for finite precision processing. In such cases,
floating point implementation is the more feasible
option which implies requirements for increased
area and/or increased sampling period. The finite
precision processing of SIRFs is less affected by the
increase in model dimension.

5 Implementation Issues

5.1 Latency and Sampling Period

Figure 2 shows the timing diagrams with the latencies
of various operations of SIRFs and GPFs including the
data transfer. For the GPF, the outputs of the first
three logic blocks of the data flow are generated at
clock speed, while the output of the updating mean
and covariance block (step 4 in Pseudocode 2) and the
output of the CU are generated with the PF sampling
speed. In case of the SIR, the results of steps 1–4 in

Pseudocode 4 are calculated at clock speed while the
output of the resampling unit in step 5 is calculated at
the PF sampling speed. The minimum sampling period
that can be achieved with parallel SIRFs and GPFs
for different number of particles and PEs is presented
in Fig. 3. For SIRFs whose resampling is distributed
to the PEs, the minimum sampling period that can be
achieved is

(
2M
K + LSI R + Ldex(M)

) · Tclk, where 2M
K +

LSI R is the latency of processing in the PEs. This is
because each PE processes M/K particles, and it does
sampling and weight calculation on each particle. After
the summation of the weights of each PE is completed,
the CU takes all the sums and computes the number of
particles that each PE must produce after resampling
[4]. The latency of the CU resampling is a function
of the number of PEs represented by LCUr(K). Once
this processing is completed, another M/K cycles are
needed to perform resampling in each PE. The term
LSI R = ∑3

i=1 Li + LCUr(K) accounts for the start up
latencies of each block and is inherent to any pipelined
feed forward data path. The Ldex(M) represents the
latency of the data exchange after particle allocation,
which takes place in order to redistribute particles after
resampling.

In the case of GPFs, the minimum sampling period is( M
K + LGPF + C

) · Tclk, where, LGPF is the net latency
of the critical path. The latency LGPF = ∑3

i=1 Li ac-
counts for the start up latencies of the various blocks
inside the PEs. The constant term C = ∑6

i=4 Li ac-
counts for the latency of both the CU and the data
exchange between the PEs and the CU. Thus, we see
that though GPFs have a larger constant latency of
the CU, for large number of particles the latency of
the GPFs will be smaller than that of SIRFs. This is
primarily because SIRFs require resampling, which is
not only sequential and dependent on the result of
processing all the particles in the PE, but also necessi-
tates particle redistribution that has an execution time
proportional to M. In our simulations, we assume that
the clock period is equal for both filters Tclk = 10ns
and that LGPF = 3 · LSI R = 300 and Ldex(M) = 0 for
SIRF. In Fig. 3, the minimum execution time for SIRFs
is presented by black line and for GPFs by gray line.
The large total latency affects the scalability of GPFs

Table 2 The effect of the
number of particles and the
number of states in the model
on number of operations,
number of particles, number
of data exchanged and finite
precision wordlength.

Parameter Effects on algorithmic parameters

SIRF GPF

Number of operations Linear increase with the Ns Quadratic increase with Ns

Number of particles Increase with model dimension as in [6]
Data exchange Proportional to M Proportional to N2

s
Finite precision Increase with the number and complexity of operations

word length
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(a) SIRF Timing (b) GPF Timing

Figure 2 Timing diagrams for a SIRF and b GPF.

when M is small. On the other hand, when M is large,
the sampling period of GPFs is almost twice smaller
than the one of SIRFs. Hence GPFs are appropriate
for high speed applications that require large number
of particles on platforms that have enough resources for
spatial parallel implementation.

5.2 Architectures and Resource Requirement

We consider spatial implementations of PFs applied
to bearings-only tracking [12], with a one-to-one map-
ping between each operation and the hardware re-
source. The range of tracking is restricted to the region
[−2, −2] × [2, 2] resulting in a 16-bit representation of
the hidden states. We use the mean square error (MSE)
of tracking as a performance evaluation criterion for
fixed precision analysis, where the error due to finite
precision arithmetic is kept within the limits of ±10%
of the floating point value. Our simulations indicate
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Figure 3 Minimum sampling period versus number of PEs of
parallel GPFs and SIRFs for M = {500, 5000, 50000}. Spatial
implementation of PFs is assumed.

that the steps 1–3 in Pseudocode 2 are less sensitive to
finite precision effects. The MSE within defined limits is
achieved using 16 bit representations for the operations
of these steps. However, step 4 in Pseudocode 2 and all
the steps of Pseudocode 3 are very sensitive to finite-
precision effects. One of the operations is Cholesky
decomposition which requires that the input matrix is
positive definite, a condition that may not be satisfied
for representations which use small number of bits. In
order to alleviate this problem, 40 bits of precision are
necessary for operations in step four of Pseudocode 2.
Similarly, all the operations that are executed in the CU
(Pseudocode 3) require more than 50 bits.

Figure 4 shows the basic architecture of the GPF’s
PE, where each operation in the algorithm has a
dedicated hardware unit. The steps of drawing condi-
tioning particles and particle generation require four
and two random number generators (RNGs), respec-
tively. These RNGs produce Gaussian random num-
bers with properties as per the requirement of the
model. The RNGs are based on a look up table
approach detailed in [10]. Inputs of the drawing con-
ditioning particles steps are the 16-bit mean vector and
covariance matrix from the CU and 16-bit inputs from
the RNGs. The particle generation step comprises of
taking the conditioning particles which contain four
16-bit buses and producing final particles (four 16-bit
buses) which are the inputs for weight generation and
updating of the mean and the covariance matrix. The
weight calculation takes also input observations (16-bit
bus) at its input and computes the 16-bit weights. In
this step, the calculation of the exponential and arctan-
gent functions is attained by using Coordinate Rotation
Digital Computer (CORDIC) algorithms [27]. The out-
put and the internal operations of the updating of
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Figure 4 Architecture of a GPF’s PE.

the mean and covariance matrix are represented using
40 bits. Since there are 14 40-bit outputs which are
generated once in a recursion, we assume a single
40-bit bus that connects the PE and the CU.

The PEs calculate the covariance and mean coeffi-
cients in one clock cycle, and so a fully spatial design is
used for them. The percentage of required resources for
the hardware blocks of PEs is shown in Fig. 5. We used
the Xilinx Virtex II pro FPGA platform [29] to estimate
the resource and area requirements. The considered
resources are the number of occupied slices and the
number of used block multipliers. The only reason
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Figure 5 Percentage of number of slices and multipliers of each
block in PEs estimated for Xilinx Virtex II Pro chips.

for domination of the step in which the covariance
matrix and mean are estimated, is the large number
of bits used for fixed point representation. To be able
to calculate four mean and 10 covariance coefficients
per clock cycle, 14 multipliers are required. With a 40-
bit representation, each multiplier occupies 9 multiplier
blocks each with 18 × 18 bits on the Virtex II Pro chip.
However, for lower dimensional models, the ratio of
resources in hardware blocks will look different. For
example, for two dimensional tracking models only
three covariance coefficients and two mean coefficients
are necessary for estimation, while the importance step
is almost the same. In this case, the area of the impor-
tance step would dominate.

The operations that take place in the CU are
sequential due to data dependency and have compu-
tationally intensive tasks such as square rooting, divi-
sion, multiplication and addition. Thus, the CU is a
good candidate for time-multiplexed implementation
where hardware resources are shared in time by various
operations. This implementation minimizes hardware
without degrading execution throughput. We estimate
that the overall sampling frequency of the GPF is re-
duced about 4% for time-multiplexed implementation
in comparison to spatial implementation. However,
area saving in the CU is about 90%.

With a very tight performance criterion, the neces-
sary precision of the GPF’s CU is more than 50 bits.
This is because the coefficients of the covariance matrix
are very small and their truncation may entail violation
of the positive definiteness of the covariance matrix. If
there is a violation, the matrix cannot be decomposed
and hence the recursion cannot proceed. So, when
the CU is realized with the floating-point library [7]
of Xilinx II Pro for estimating the area and latency,
the clock frequency of the slowest floating point block
(divider) is twice less than the speed of the slowest
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synthesized fixed-point block using 50 bits precision.
For a GPF implemented by a single PE with M = 5000
particles, the sampling frequency is decreased 1.0167
times, the latency is increased 1.3 times, and the logic
area is increased 1.02 times in comparison with the area
of the PF with a time multiplexed CU that uses 50-bits
precision fixed-point arithmetics. Thus, the floating
point implementation is an alternate solution when the
maintenance of precision is the key issue. Then the
throughput and area are not affected significantly.

6 Comparisons and Tradeoffs Between SIRFs
and GPFs

6.1 Energy with Speed Constraints

The modeling of high-level energy is performed on a
module level by estimating the power functions of the
elements associated with each module such as adders,

multipliers, registers or memories. The power for each
module is initially estimated using the Xilinx Spread-
sheet Power Tools and verified using Xilinx XPower.

The energy of a single PE implementation of
SIRFs and GPFs calculated for a PF sampling pe-
riod is shown in Fig. 6. The filters are applied to the
bearings-only tracking problem. The energy is esti-
mated for various number of particles (M = {500, 1000,

2000, 5000, 10000, 15000, 20000, 25000}) and for vari-
ous maximum sampling frequencies ( fs = {1, 5}kHz).
The minimum depth of pipelining of the functional
blocks that satisfies a given sampling frequencies is
calculated and applied in order to reduce energy. There
were 16 bits for all SIRF variables and steps 1–3 of
Pesudocode 2 for the GPF. Step 4 of Pseudocode 2
and all the steps in Pseudocode 3 are represented in
fixed point with 40 bits. The operating clock frequency
is defined by the speed of the CORDIC which is
the slowest individual unit in the data path. For our
analysis, the clock frequency is set to 100 MHz. From
Fig. 6, it is clear that for smaller number of particles
and lower frequencies, SIRFs dissipate less energy than
GPFs. It is important to note that with the increase
of number of particles, the energy of SIRFs becomes
comparable and even higher than the energy of GPFs
(for more than 17,000 particles). There are two reasons
for faster increase of the energy in SIRFs. Since SIRFs
are memory dominant, with the increase of number of
particles, the size of memory increase results in higher
energy. Secondly, the number of operations of the
CU of SIRFs is a function of M, while for GPFs the
number of operations of the CU is a constant, so that
the energy of the CU of SIRFs increases linearly and
the energy of GPFs stays constant.

SIRF implementations with a single PE cannot
achieve higher requirements such as processing of
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10,000 particles at 5 kHz. The energy for the parallel
implementation of SIRFs and GPFs which utilize mul-
tiple PEs is presented in Fig. 7. The energy of SIRFs
is calculated for the worst case data exchange among
PEs and the CU which corresponds to transferring
[M − M/K] particles. The data exchange is modeled
using a shared memory. Again, we can see that the
energy of SIRFs is lower than the energy of GPFs when
the number of particles is low. However, for 15,000
particles and 1kHz sampling speed, the energy of SIRFs
is higher than the energy of GPFs.

6.2 Area Requirement in FPGA

We also evaluated and compared the area requirements
of SIRFs and GPFs. Resource requirements are repre-
sented using the number of Virtex II Pro logic slices
and block RAMs (Fig. 8). Here, the area is evaluated
for various number of particles and various sampling
frequencies. The number of PEs is adaptively changed
so that the PFs meet the sampling frequency require-
ments. For example, for SIRFs with M = 5000 and fs =
1 kHz we choose an implementation with 2 PEs because
they are necessary to satisfy the requirements. The
GPF algorithm does not contain memory for storing
particles. However, it uses one block RAM per random
number generator for implementing the Box-Muller
method. From Fig. 8a and b, it is clear that SIRFs are
memory dominated and GPFs are logic dominated.

7 Conclusion

In this paper, we proposed a physically realizable GPF
algorithm and analyzed its design complexity. The pro-
posed GPF allows for an implementation without stor-
ing particles in memories. We considered designs with
FPGAs and provided results that facilitate the selection
of PFs for various operating conditions and filter para-
meters. We indicated that SIRFs are memory limited
whereas GPFs are logic limited. SIRFs are more energy
efficient for low capacity single PE particle filtering,
and GPFs are superior in both energy and in executing
a large number of particles with multiple PEs at high
sampling frequencies.
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