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Abstract— Gradient flow is a technique for localization of an
acoustic source using miniature microphone arrays by relating
temporal and spatial gradients of the impinging source signal.
The performance of the gradient flow in noisy and reverberant
environment is examined and quantified through simulations that
incorporate additive measurement noise, directional interference
signal and room acoustic model. The algorithm demonstrates
robust performance for additive signal-to-noise ratio down to
5 dB and at the signal-to-interference ratio of 10 dB. In the
echoic room, localization performance starts to deteriorate under
moderate reverberation conditions. The experimental results
from a miniature microphone array recordings in a conference-
room environment verify the presented simulations.

I. INTRODUCTION

Performance of source localization algorithms degrades in
the presence of multiple noise sources and is typically limited
by room reverberation. To access the localization performance
under these adverse conditions is of great interest to a va-
riety of applications in hearing enhancement, multimedia,
communication and surveillance. Traditionally, sensor arrays
with large inter-sensor distances are required to guarantee
sufficient spatial separation across sensors and the source
localization algorithms are mostly based on estimation of the
time delays between source observations [1], [2]. The effect
of the reverberation on the performance of these types of
algorithms has been studied extensively, with the conclusion
that the performance significantly deteriorates above certain
level of room reverberation [3], [4].

However, many applications call for localization of acoustic
sources using miniature microphone arrays, where resolving
temporal difference poses a significant challenge due to the
sub-wavelength distance between microphones. Inspired by
optical flow for motion estimation in the field of imaging, the
direction of sound propagation can be inferred directly from
sensing spatial and temporal gradients of the wave signal on a
sub-wavelength scale [5], [6]. This principle is also observed
in biology, e.g., for localizing prey transmission using differ-
ential eardrums and neuronal processing structure or reflecting
high-frequency sound, and has already been implemented in
biomimetic MEMS systems. Gradient flow technique lends
itself into efficient implementation in low-power smart time-
to-digital conversion mixed-signal VLSI system, amenable
to miniature sensing and processing applications [7]. In this
paper, we study the performance of the gradient flow algorithm

in noisy and reverberant conditions using synthetically gener-
ated microphone array signals and compare these simulation
results with the measured performance in the office-room
environment.

II. GRADIENT FLOW ACOUSTIC LOCALIZATION

Gradient flow [5], [7] is a signal conditioning technique for
source localization designed for arrays of very small aperture,
i.e., of dimensions significantly smaller than the shortest wave-
length in the sources. Consider a traveling acoustic wave im-
pinging on an array of four microphones, in the configuration
of Figure 1. The 3-D direction cosines of the traveling wave u
are implied by propagation delays τ1 and τ2 in the source along
directions p and q in the sensor plane. Direct measurement of
these delays is problematic as they require sampling in excess
of the bandwidth of the signal, increasing noise floor and
power requirements. However, indirect estimates of the delays
are obtained, to first order, by relating spatial and temporal
derivatives of the acoustic field. The signal impinging at the
sensor with position coordinates p and q can be expanded
about the center of the array in the power series expansion as

xpq(t) = s(t) + τpq ṡ(t) +
1

2
(τpq)

2s̈(t) + ...+ npq(t) (1)

We concentrate on the first two terms in the series expansion,
which is linear in the space coordinates.

xpq(t) ≈ s(t) + τpq ṡ(t) + npq(t) (2)

We take spatial derivatives of various orders i and j along the
coordinates p and q, round the origin p = q = 0, and apply
the above series expansion model to obtain:

ξij(t) ≡ ∂i+j

∂ip∂jq
xpq(t)

= (τ1)
i(τ2)

j di+j

di+jt
s(t) + νij(t) (3)

where νij is the corresponding spatial derivatives of the sensor
noise npq around the center. For the first-order case which
i+ j = 1, the equation above becomes:

ξ10(t) ≈ τ1ξ̇00(t)

ξ01(t) ≈ τ2ξ̇00(t) (4)

where ξ10 and ξ01 represent spatial gradients in p and q
directions around the origin (p = q = 0), ξ00 the spatial
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Fig. 1. Configuration of sensors for spatial gradient estimation.

common mode, and ξ̇00 its time derivative. Estimates of
ξ00, ξ10 and ξ01 are obtained by finite difference gradient
approximation on a grid from the sensor observations x−1,0,
x1,0, x0,−1 and x0,1 as:

ξ00 ≈ 1
4

(
x−1,0 + x1,0 + x0,−1 + x0,1

)
ξ10 ≈ 1

2

(
x1,0 − x−1,0

)
(5)

ξ01 ≈ 1
2

(
x0,1 − x0,−1

)
From least-square estimates of the time delays in (4), we
directly obtain bearing estimates of azimuth angle θ and
elevation angle ϕ of u relative to p and q as

τ1 =
1

c
|r1| cos θ sinϕ

τ2 =
1

c
|r2| sin θ sinϕ, (6)

where r1 and r2 are unit orthogonal vectors along p and q
directions.

III. SIMULATED LOCALIZATION PERFORMANCE

The performance of gradient flow algorithm for source
localization is quantified in simulated adverse acoustic con-
ditions. We performed simulations with artificially generated
microphone array signals with scaled additive measurement
noise and different levels of background noise with different
incidence angle of the source signal. The simulated room
experiments were performed to determine the degrading effect
of reverberation in the real room environment.

A. Localization Performance with Additive Measurement
Noise and Directional Noise Source

We first investigate the effect of the additive measurement
noise, that can originate from the sensor itself or the readout
electronics. The assumption is that the mutually independent
white Gaussian noise sources are scaled and added to each mi-
crophone signal to control the signal-to-noise ratio (SNR). The
performance of the localization algorithm was analyzed given
the results of a series of Monte Carlo simulation experiments
with artificially generated source signals and additive noise.
We use two different types of the source signals, one signal
is a bandlimited (100Hz-4kHz) white Gaussian source signal,
while the second source is the speech signal from the TIMIT
database. The sampling frequency is 16 kHz, while the length
of the signal is 1 s. The distance between microphones is set to
1 cm. The signal-to-noise ratio at the received sensor signals is
varied from -5dB to 15dB for the incidence angle of the source
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Fig. 2. Standard deviation error of the estimated incidence angle under
different SNR conditions and at different angular location of the source for
bandlimited white Gaussian signal.
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Fig. 3. Standard deviation error of the estimated incidence angle under
different SNR conditions and at different angular location of the source for
speech signal.

signal of 0o, 15o, 30o and 45o. The choice of angles is justified
by the symmetry of the four element microphone array. The
Figure 2 shows the standard deviation of localization error
for different angles for band-limited white Gaussian random
source, while the Figure 3 shows the standard deviation error
for a speech source signal.

Despite the low aperture, the gradient flow demonstrates
a robust performance with respect to acquisition noise. The
performance is maintained to level of SNR as low as 5 dB,
while it deteriorates significantly when the SNR drops down
to 0 dB. We can also observe that the localization performance
is not influenced by the incidence angle.

In the next set of simulations, we investigate the effect of a
directional noise sound source on the localization performance.
The source signal is a speech signal chosen from TIMIT
database, while the interference source is a bandlimited white
Gaussian signal. The source signal is located at incidence
angle of 45o, while the interferer is moved from the angle
of 30o to the angle of −45o in step of 15o, thus varying the
angular distance from 15o of separation to 90o. The signal-
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Fig. 4. Standard deviation error of the estimated incidence angle if an
interfering source is present in the environment.

to-interference ratio (SIR) is set at 10dB and 20dB, with the
additive measurement noise of 20dB. For the SIR of 20dB the
influence of the interferer on the localization performance is
minimal, while at 10dB of SIR the influence of the interferer
dominates the standard deviation of the error.

B. Localization Performance under Reverberant Conditions

We want to understand how room reverberation affects the
localization performance of the gradient flow technique. In
the room environment, in addition to the direct-path signal
received by the microphone array, the observed signals com-
prise multiple delayed and attenuated replicas of the source
signal due to reflections from the room boundaries as walls,
ceiling, and floor. The reflections also originate from different
objects present in the room. The observer perceives the echo
as radiating from a point past the wall from which it was
reflected.

To quantify the localization performance under different
reverberant conditions, we construct an artificial room using
virtual source mapping model to generate observations at the
microphone array in an echoic room environment. The image
method [8] is used to generate the imaginary sources, with
their location and the incidence angle on the microphone array.
The reflected sound is propagated from the direction of the
sound source of the mirror image room, and the image of the
source in the mirror room is referred to as a virtual source.
If we get the location and number of reflections of the virtual
sources and the reflection coefficient, we can get an impulse
response of the signal source in an echoic environment. In our
experiment, corresponding room impulse responses is gener-
ated based on the calculated reflection coefficient according
to the room dimensions and reverberation time. The signal
received at the microphone x10 is represented as

x10(t) =
N∑
i=1

ais(t− τ i) + n10(t). (7)

where ai and τ i are attenuation and time delay associated with
the virtual source i and N is the number of virtual sources. We
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Fig. 5. Room dimension.

assume that the source location is fixed, so that the model is
time-invariant. The dimensions of the room, with the location
of the microphone array and the source signal, are illustrated in
Figure 5. The distance between the array and source was kept
at 1.5 m, while we investigate three different incidence source
angles, 0o, 30o and 45o. The additive measurement noise
was mutually independent, white, Gaussian random signal
with power varied so that the signal-to-noise ratio was varied
from 0dB to 20dB. The reflection coefficient is assumed to
be frequency-independent and the same for all walls, ceiling
and floor. For a given value of reverberation time, T60, the
reflection coefficient is computed using Eyring’s formula:

r = exp(− 13.82

( 1
Lx

+ 1
Ly

+ 1
Lz
)cT60

). (8)

Figure 6 and Figure 7 show the dependance of accuracy
in the estimated angle of incidence, as the percentage of the
total number of absolute errors smaller than 5o and standard
deviation, as a function of the reverberation time for different
incidence angles and different level of additive measurement
noise. We can conclude that the gradient flow demonstrates
robust performance under mild reverberation. Under moderate
reverberation, the gradient flow performs well if the additive
noise is on the order of 10 dB. As expected, the impact of the
reverberation is strongest for the incidence angle of 45o.

IV. EXPERIMENTAL RESULTS

To verify the simulation results and to demonstrate the
performance of the gradient flow algorithm, the planar array of
four omnidirectional hearing aid miniature microphones was
used for localization experiments in the room environment. A
single acoustic source was presented through a loudspeaker
positioned at 1 m distance from the array in a conference
room with reverberation time of 180 ms, while the microphone
array was mounted on a rotating platform. The localization
experiment was repeated for two different source signals,
a broadband bandlimited (100-1000Hz) Gaussian signal and
speech signal. The corresponding signal-to-noise(SNR) ratio
was around 35 dB. The 10 estimates of the incidence angle
were obtained for 1 s long source signals. The mean and vari-
ance of estimated incidence angles for Gaussian and speech
signal are shown in Figure 8 and Figure 9.
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Fig. 6. Percentage of correctness in the estimated angle of incidence as a
function of the reverberation time for different incidence angle and different
level of additive measurement noise.
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Fig. 7. Standard deviation of the estimated angle of incidence as a function
of the reverberation time for different incidence angle and different level of
additive measurement noise.

V. CONCLUSION

The gradient flow acoustic localization is presented and
evaluated in adverse noisy and reverberant environments. The
simulation results demonstrate robust performance with mild
to moderate reverberations with additive noise levels down
to 10dB. As the gradient flow technique in combination with
independent component analysis provides a unique approach
to the task of blind acoustic source separation, the separation
performance will be investigated and quantified in the similar
environments using the models developed in the presented
work.
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