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Multi-hop broadcasting in low-duty-cycle wireless sensor networks (WSNs) is a very challenging problem,
since every node has its own working schedule. Existing solutions usually use unicast instead of broadcast
to forward packets from a node to its neighbors according to their working schedules, which is, however,
not energy efficient. In this paper, we propose to exploit the broadcast nature of wireless media to further
save energy for low-duty-cycle networks, by adopting a novel broadcasting communication model. The key
idea is to let some early wake-up nodes postpone their wake-up slots to overhear broadcasting message
from its neighbors. This model utilizes the spatiotemporal locality of broadcast to reduce the total energy
consumption, which can be essentially characterized by the total number of broadcasting message transmis-
sions. Based on such model, we aim at minimizing the total number of broadcasting message transmissions
of a broadcast for low-duty-cycle WSNs, subject to the constraint that the broadcasting latency is optimal.
We prove that it is NP-hard to find the optimal solution, and design an approximation algorithm that can
achieve a polylogarithmic approximation ratio. Extensive simulation results show that our algorithm out-
performs the traditional solutions in terms of energy efficiency.
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1. INTRODUCTION
Wireless sensor networks (WSNs) have been widely used for various applications, such
as environmental monitoring [Liu et al. 2013a; Liu et al. 2013b; Li and Liu 2009], sci-
entific exploration [Li et al. 2013], and navigation systems [Wang et al. 2013]. Many
of these applications require broadcasting to frequently disseminate system configu-
rations and code updates to the whole network. The total energy consumption and the
broadcasting latency are the main performance metrics for evaluation of broadcasting
algorithms.

It is important and very challenging to minimize the energy consumption of broad-
casting for low-duty-cycle WSNs, in which every sensor node has its own working
schedule to wake up periodically to perform sensing and communication tasks. Ex-
isting solutions for broadcasting in low-duty-cycle WSNs (such as [Guo et al. 2009;
Hong et al. 2010; Wang and Liu 2009; Sun et al. 2009; Niu et al. 2013; Su et al. 2009;
Jiao et al. 2010; Li et al. 2011]) usually implement one-hop broadcast with multiple
unicasts, which is energy-inefficient especially for applications of large message broad-
casting, such as code update. Actually, the broadcast nature of wireless media offers
opportunities to reduce the total number of broadcasting message transmissions, even
for duty-cycled networks where every node has its own schedule. To improve the ener-
gy efficiency of broadcasting, nodes should adjust their working schedules to maximize
the number of receivers for each forwarding message.

Compared with always-awake networks, low-duty-cycle sensor networks usually
yield a notable increase on communication latency due to periodic sleeping [Gu and
He 2007], and thus latency is always taken as the first consideration for such net-
works. In this paper, we mainly focus on the problem of how to achieve energy-efficient
broadcast with minimum latency for low-duty-cycle WSNs. To achieve optimal latency
and high energy efficiency of broadcasting, we come up with a novel broadcasting com-
munication model, which fully exploits the spatiotemporal locality of broadcasting to
reduce the total number of broadcasting message transmissions. The basic idea is to
allow nodes to adjust their wake-up schedules to overhear forwarding messages sent
by their neighbors. Some nodes may postpone their wake-up slots to receive the broad-
casting message, increasing their latency. But these nodes can be carefully selected
so that they are not on latency-critical paths, which indicates their schedule changes
do not affect the minimum broadcasting latency. Based on such a broadcasting com-
munication model, we find that the total energy consumption for broadcasting can be
essentially characterized by the total number of broadcasting message transmissions,
and thus our objective is to design a broadcast with minimum total number of broad-
casting message transmissions for low-duty-cycle WSNs, subject to the constraint that
the broadcasting latency is optimal, which we call the Latency-optimal Minimum En-
ergy Broadcast Problem (LMEB).

The main contributions of this work are as follows:

— To the best of our knowledge, this is the first work that both utilizing the spatiotem-
poral locality of broadcasting and proposing a solution with a provable approxima-
tion ratio, for energy efficient broadcast problem with minimum latency constraint
in low-duty-cycle WSNs.

— We prove that the LMEB problem is NP-hard. Then, we model the LMEB problem
as the Directed Latency-optimal Group Steiner Tree Problem (DLGST) by capturing
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the spatiotemporal characteristic of multi-hop broadcasting, and propose an efficient
solution for this problem.

— Based on the solution to the DLGST problem, we further devise a novel Broadcasting
Schedule Construction Algorithm to derive the solution to the LMEB problem, which
essentially avoids the redundant transmissions and reduces the collision probability
as much as possible.

— We show that the approximation ratio of our solution is O(logN · log dmax), where N
and dmax denote the number of sensor nodes and the maximum node degree respec-
tively.

— Extensive simulation results show that our solution makes a significant improve-
ment over the traditional solutions in terms of energy efficiency.

The rest of the paper is organized as follows: Section 2 summarizes the related work.
Section 3 illustrates the network model and formally states the problem. Detailed de-
scription of our proposed scheme and performance analysis are presented in Section 4.
Followed by the simulation results and the discussions about practical issues in Sec-
tion 6 and Section 5, respectively. We conclude the paper in Section 7.

2. RELATED WORK
The broadcast problem in low-duty-cycle WSNs has received lots of attentions by the
research community in the past few years [Guo et al. 2009; Hong et al. 2010; Wang
and Liu 2009; Sun et al. 2009; Niu et al. 2013; Su et al. 2009; Jiao et al. 2010; Li et al.
2011; Zhu et al. 2010; Guo et al. 2011; Lai and Ravindran 2010b; Han et al. 2013a;
Han et al. 2013b; Han et al. 2013c; Cheng et al. 2013; Xu and Chen 2013; Kyasanur
et al. 2006].

Guo et al. [2009] proposed Opportunistic Flooding to make probabilistic forward-
ing decisions at the sender based on the delay distribution of next-hop nodes. Hong
et al. [2010] studied the Minimum-Transmission Broadcast Problem in uncoordinated
duty-cycled networks and proved its NP-hardness. They proposed a centralized ap-
proximation algorithm with a logarithmic approximation ratio and a distributed ap-
proximation algorithm with a constant approximation ratio for this problem. Wang
et al. [2009] proposed a broadcasting scheme to achieve the controllable tradeoff be-
tween energy and latency by using dynamic-programming approach. Another solution
ADB [Sun et al. 2009], which is designed to be integrated with the receiver-initiated
MAC protocol [Sun et al. 2008], was proposed to reduce both redundant transmission-
s and delivery latency of broadcasting by avoiding collisions and transmissions over
poor links. In [Niu et al. 2013], the authors investigated the energy efficient broadcast
problem with minimum latency constraint in low-duty-cycle WSNs with unreliable
links, and proposed a distributed heuristic solution to tackle this problem. In [Han
et al. 2013a], the authors studied the duty-cycle-aware Minimum-Energy Multicasting
problem in WSNs both for one-to-many multicasting and for all-to-all multicasting.
Han et al. [2013c] studied the problem of minimizing the expected total transmission
power for reliable data dissemination in duty-cycled WSNs. Due to the NP-hardness
of the problem, they designed efficient approximation algorithms with provable per-
formance bounds for it. Cheng et al. [2013] proposed a novel dynamic switching-based
reliable flooding (DSRF) framework, which is designed as an enhancement layer to
provide efficient and reliable delivery for a variety of existing flooding tree structures
in low duty-cycle WSNs. However, all of these works inefficiently implement one-hop
broadcast with multiple unicasts, which do not fully utilize the spatiotemporal locality
of broadcasting. Actually, the broadcast nature of wireless media offers opportunities
to reduce the total number of broadcasting message transmissions, even for low-duty-
cycle networks.
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Fig. 1. An example of working schedule with L = 5 and Ts(·) = 3.

To achieve higher energy efficiency of broadcasting, a few works that make the best
of the spatiotemporal locality of broadcasting were proposed recently. In [Guo et al.
2011], the authors considered link correlation and devised a novel flooding scheme
to reduce energy consumption of broadcasting by making nodes with high correlation
be assigned to a common sender. Lai et al. [2010b] proposed a Hybrid-cast protocol
which adopts opportunistic forwarding with delivery deferring to shorten broadcasting
latency and transmission number. However, all of these existing solutions are heuristic
and fail to provide a provable approximation ratio. Moreover, all of them mainly focus
on energy efficiency optimization but do not take latency constraint into account.

3. MOTIVATION
3.1. Network Model and Assumptions
Without loss of generality, we assume that N sensor nodes are uniformly and densely
deployed in a circular sensory field with a fixed radius of R and the sink node is located
at the center of the sensory field. Each node has the same communication range rc.
Also, it is assumed that time is divided into a number of equal time slots and each time
slot is set long enough so that it can accommodate the transmission of the potential
large broadcasting message. Each time slot is either in sleep state where each node
will turn its radio off, or in active state, where each node will keep awake for a short
duration of listening interval to make the event sensing and channel listening at the
beginning.

In our model, we assume all the sensor nodes are operated at low-duty-cycle mode,
where each sensor node determines its own working schedule depending on a par-
ticular power management protocol (e.g., [Cao et al. 2005]) immediately after deploy-
ment. For simplicity, we assume the working schedule of each node is periodic and
alternates between one active state and L − 1 sleep states. Here, we use Ts(j) to rep-
resent the scheduled active time slot in each period of working schedule for any node
j. Figure 1 explicitly illustrates an example of the periodic working schedule where
L = 5 and Ts(·) = 3. Further, we use the undirected spatiotemporal topology graph
G = (V,E,W,L) to represent the network topology and nodes’ working schedules,
where V represents the set of N nodes including the sink node v0 and all sensing
nodes {v1, . . . , vN−1}, E represents the set of all communication links, W denotes the
set of working schedules for all nodes, and L denotes the schedule period length of
each node. We denote by d(vi, vj) the point-to-point transmission latency from node vi
to node vj for any edge (vi, vj) ∈ E, and d(vi, vj) can be determined as follows:
If vi = v0,

d(vi, vj) =

{
Ts(vj)− Ts(vi) + 1, if Ts(vj) ≥ Ts(vi);
Ts(vj)− Ts(vi) + L+ 1, otherwise,

(1)

and if vi 6= v0,

d(vi, vj) =

{
Ts(vj)− Ts(vi), if Ts(vj) > Ts(vi);
Ts(vj)− Ts(vi) + L, otherwise.

(2)
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As the same with most of literature for low-duty-cycle WSNs (e.g., [Guo et al. 2009;
Hong et al. 2010; Wang and Liu 2009; Niu et al. 2013; Su et al. 2009; Jiao et al. 2010;
Li et al. 2011; Gu and He 2007; Zhu et al. 2010; Guo et al. 2011; Han et al. 2013a;
Cheng et al. 2013]), we assume time synchronization is achieved, and each node can
transmit its packets at any time while it can only receive the packets from its neighbors
in active states. Specifically, each node vi will wake up at the beginning of the active
state and keep listening for a period of listening interval, if any broadcasting packet in
which the target receiver ID is vi is received, it will keep receiving until all packets of
the broadcasting message are received and then go to sleep immediately; otherwise, it
will go to sleep immediately. If any sender wants to send the broadcasting message to
its receiver, it will set a timer to wake up itself at the beginning of the receiver’s next
active state to finish the transmission, and then go to sleep.

Besides this, we also have the following basic assumptions:

(1) Each node cannot do sending and receiving simultaneously.
(2) Each node is aware of the working schedules of all its neighboring nodes within

2 hops, this can be realized via local information exchange between neighboring
nodes initially after the network is deployed.

(3) For simplicity, we do not consider the packet collision problem due to the fact that
the low-duty-cycle operation inherently reduces the probability of collision to a
great extent, which has been experimentally verified in [Wang and Liu 2009].

(4) The working schedules of any node and its neighbors are different from each other.
It is usually true for low-duty-cycle WSNs, since we usually improve the network
performance (e.g., to minimize average detection delay) by carefully designing the
working schedules of all nodes (e.g., [Cao et al. 2005]) to make the neighboring
nodes rotate the sensory coverage. Further, this assumption will be relaxed in Sec-
tion 4.5.

3.2. Problem Statement
In traditional solutions for broadcasting, all nodes will receive the broadcasting mes-
sage at their scheduled wake-up time slots which could lead to the minimum broad-
casting latency but, however, draw much more energy consumption since any one-hop
broadcast is actually realized by a number of unicasts. To achieve higher energy effi-
ciency of broadcasting, we come up with a novel broadcasting communication model
which is based on the spatiotemporal locality of broadcasting. This model defines t-
wo kinds of receivers, i.e., DelayedReceivers and InstantReceivers, for any sender. The
sender will send the broadcasting message to each InstantReceiver, and also it will
send a short beacon packet that only contains the ID of some InstantReceiver vj , say
Beacon(vj), to each DelayedReceiver. Upon receiving the Beacon(vj) from the sender,
any DelayedReceiver will go to sleep immediately and defer its message receiving time
by setting a timer to wake up itself at the next active state of the InstantReceiver vj .
Note that, the DelayedReceiver can be aware of the working schedule of the InstantRe-
ceiver vj due to the assumption that each node is aware of the working schedules of all
its neighboring nodes within 2 hops.

Figure 2 illustrates a simple example for one-hop broadcast case, where the number
labeled within each pair of brackets denotes the scheduled wake-up time slot (e.g.,
v0(3) represents Ts(v0) = 3) and the schedule period length L is set as 10. Figure 2(a)
shows a traditional solution, in which the sink node v0 delivers the message to its
neighbors one by one to realize the broadcasting (i.e., to set nodes v1, v2, v3, v4 as the
InstantReceivers). It requires total energy consumption of Etotal = 4×k×eds+4×k×edr ,
where k denotes the number of data packets contained in a broadcasting message, eds
and edr denote the energy consumption when sending and receiving a data packet,
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v0 (3)

v1 (4) v3 (7)v2 (5) v4 (2)

M M M M

(a)

v0 (3)

v1 (4) v3 (7)v2 (5) v4 (2)

B(v2) M M M

(b)

v0 (3)

v1 (4) v3 (7)v2 (5) v4 (2)

B(v2) M B(v4) M

(c)

v0 (3)

v1 (4) v3 (7)v2 (5) v4 (2)

B(v4) B(v4) B(v4) M

(d)

Fig. 2. (a) Broadcast without deferring; (b) Broadcast with one DelayedReceiver; (c) Broadcast with two
DelayedReceivers; (d) The optimal broadcast.

respectively. As shown in Figure 2(b), if the sink node v0 delivers the beacon packet
Beacon(v2) to the DelayedReceiver v1 and delivers the broadcasting message to the
InstantReceivers {v2, v3, v4}, node v1 will defer its message receiving time by setting
a timer to wake up itself at the next scheduled active time slot of the InstantReceiver
v2 (i.e., time slot 5) and the total energy consumption for broadcasting will be E

′

total =
ebs + 3 × k × eds + ebr + 4 × k × edr , where ebs and ebr denote the energy consumption
when sending and receiving a beacon packet, respectively. As shown in [Wang et al.
2006], it is usual that a data packet has a length of 133 bytes and a beacon packet
has only a length of 19 bytes, which indicates that ebs+ebr is far less than eds in practice.
Thus, total energy benefit of deferring the message receiving time of any receiver, i.e.,
∆ = Etotal − E

′

total = k × eds − (ebs + ebr), must be greater than 0. For applications
with a large broadcasting message that contains large number of data packets (i.e.,
code update), especially, this benefit will be significant as k >> 1. Moreover, we can
easily find that based on such a broadcasting communication model, the total energy
benefit will increase as the number of InstantReceivers decreases, which implies that
total energy consumption for broadcasting can be essentially characterized
by total number of broadcasting message transmissions under this model.
Figure 2(c) shows an example of broadcast with two DelayedReceivers, i.e., the sink
node v0 delivers the beacon packet Beacon(v2) to the DelayedReceiver v1, delivers the
beacon packet Beacon(v4) to the DelayedReceiver v3, and delivers the broadcasting
message to the InstantReceivers {v2, v4}. According to the above conclusion, we can find
that it must have a higher energy efficiency than the case in Figure 2(b). Obviously, the
schedule in Figure 2(d) must be the optimal solution, where the sink node v0 delivers
the beacon packet Beacon(v4) to the DelayedReceivers {v1, v2, v3} and delivers the
broadcasting message to the InstantReceiver v4.

According to the above example, we can find that total energy consumption for broad-
casting will benefit from receive deferring. Based on such a broadcasting communi-
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cation model, we present the definitions of Forwarding Sequence and Broadcasting
Schedule in low-duty-cycle WSNs as follows.

Definition 3.1 (Forwarding Sequence). For any forwarder vi of the broadcasting
message, its Forwarding Sequence Sf (vi) is defined as a sequence of its receivers sorted
based on the scheduled wake-up time, namely

Sf (vi) =< [r11, . . . , r
k1
1 ], r1, . . . , [r

1
j , . . . , r

kj
j ], rj >, (3)

where rkj (k = 1, . . . , kj) and the underlined rj respectively denote the DelayedReceivers
and InstantReceivers of node vi. Specifically, the forwarder vi will send the short con-
trol packet Beacon(rj) to each DelayedReceiver rkj and send the broadcasting message
to each InstantReceiver rj . Here, [] denotes an optional item.

Definition 3.2 (Broadcasting Schedule). Given a spatiotemporal topology graph
G = (V,E,W,L), the schedule strategy of any node vi ∈ V , say M(vi), can be defined as
follows:

M(vi) = (α, β), (4)

where

α ∈ {0, . . . , N − 1}, β =

{
Sf (vi), α > 0;

NULL, α = 0.

In Equation 4, the variable α denotes node vi’s total forwarding number of the broad-
casting message, and if vi is the forwarder (i.e., M(vi).α > 0), β will denote the For-
warding Sequence Sf (vi), which represents that once receiving the broadcasting mes-
sage, node vi will send the short beacon packet or the broadcasting message to each
node in Sf (vi) in sequence. Obviously, M(vi).α must be equal to the number of In-
stantReceivers in Sf (vi). Here, NULL denotes the omitted item and it is obvious that
M(vi).β = NULL for any node vi with M(vi).α = 0. Specially, it must have M(v0).α > 0
for the sink node v0.

Here, a broadcasting schedule M in the network can be defined as the set of all
nodes’ schedule strategies:

M = {M(vi)|vi ∈ V }, (5)

such that Iα = {vi|vi ∈ V and M(vi).α > 0} subjects to
(1) connectivity, i.e., there must exist a subtree T = (Iα, E

T ), where ET ⊆ E and for
any edge (vi, vj) ∈ ET , it must have vj ∈M(vi).β if vi is the parent of vj ;
(2) coverage, i.e.,

⋃
vi∈Iα

M(vi).β = V − {v0};

(3) non-redundancy, i.e., M(vi).β
⋂
M(vj).β = ∅ for any vi, vj ∈ Iα (i 6= j).

In the above definition, note that, we assume each node cannot send the beacon pack-
ets until the broadcasting message is received in order to avoid potential simultaneous
sending and receiving, as well as to simplify the problem. As stated before, we will
utilize total number of broadcasting message transmissions to characterize total en-
ergy consumption for broadcasting. Here, we take two broadcasting schedules shown
in Figure 3 as an example to illustrate our problem. There is no deferring for each
node (i.e., no DelayedReceiver but only InstantReceivers exist in the network) when
adopting Schedule 1, which achieves the minimum broadcasting latency 17 but the
maximum number of broadcasting message transmissions 5. For Schedule 2, the num-
ber of broadcasting message transmissions can be reduced to 3 without increasing the
broadcasting latency as nodes v1 and v4 defer their receiving time to the scheduled
wake-up time slots of v2 and v5 respectively. From the above example, we can find
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Schedule 1: (Broadcast number:5, Latency:17)

M(v0) = (2, <v1, v2>), M(v1) = (1, < v3 >)

M(v2) = (2, <v4, v5>), M(v3) = (0, NULL)

M(v4) = (0, NULL), M(v5) = (0, NULL)

Schedule 2: (Broadcast number:3, Latency:17)

M(v0) = (1, <v1, v2> ), M(v1) = (1, < v3 >)

M(v2) = (1, <v4, v5>), M(v3) = (0, NULL)

M(v4) = (0, NULL), M(v5) = (0, NULL)

v0 (0)

v1 (3) v2 (8)

v3 (5)) v5 (7)v4 (9)

(a)

Active State Sleep State Transmission

v0

v1

v2

v3

v4

v5

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7

Message Message

Message

Message Message

(b)

v0

v1

v2

v4

v3

v5

MessageBeacon (v2)

Active State Sleep State Transmission

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7

Message

Message

Beacon (v5)

(c)

Fig. 3. (a) The original topology graph with two defined broadcasting schedules; (b) Illustration of Schedule
1; (c) Illustration of Schedule 2.

that there could exist multiple broadcasting schedules which have the same minimum
broadcasting latency but different numbers of broadcasting message transmissions.
Accordingly, our objective is to address the following Latency-optimal Minimum Ener-
gy Broadcast Problem (LMEB).

PROBLEM 3.3 (LMEB). Given a undirected spatiotemporal topology graph G =
(V,E,W,L), find an efficient broadcasting schedule M to optimize the total number of

broadcasting message transmissions, i.e., to minimize
N−1∑
i=0

M(vi).α, subject to the con-

straint that the broadcasting latency is minimized.

THEOREM 3.4. The LMEB problem is NP-hard.

Note that the proofs of all the theorems in this paper will be included in Appendix.

4. APPROXIMATION ALGORITHM
In order to solve the LMEB problem, in this section, we propose an efficient approxi-
mation solution.

4.1. Overview
To better capture the spatiotemporal characteristic of multi-hop broadcasting, we first
transform the original topology graph into a directed Spatiotemporal Relationship
Graph (SRG). Then, we prove that the LMEB problem on the original topology graph
is equivalent to the Directed Latency-optimal Group Steiner Tree Problem (DLGST) on
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LMEB Problem on the Original Topology Graph

DLGST Problem on the Corresponding SRG

Latency-optimal Minimum Group Steiner Tree on the Corresponding SRG

Broadcasting Schedule

Graph Transformation

(Section 4.2)

Solution to the DLGST Problem

(Section 4.3)

BSC-A

(Section 4.4)

Fig. 4. Overview of solution to the LMEB problem.

its corresponding SRG, and solve it by adopting a deterministic randomized-rounding
based approach. Based on the solution to the DLGST problem, finally, we devise a nov-
el Broadcasting Schedule Construction Algorithm (BSC-A) to derive the solution of the
LMEB problem, which essentially avoids the redundant transmissions and reduces
the collision probability as much as possible. Figure 4 explicitly illustrates the general
process of our solution.

4.2. Graph Transformation
Definition 4.1 (Coverage Set). Given a Sender-InstantReceiver pair (vs, vr) and a

time slot t (t ∈ {0, . . . , L− 1}), the coverage set CS(vs, vr, t) is defined as follows:
(1) if t < Ts(vr), CS(vs, vr, t) = {x|x ∈ N(vs)− {v0} and Ts(x) ∈ {t+ 1, . . . , Ts(vr)}},
(2) if t > Ts(vr), CS(vs, vr, t) = {x|x ∈ N(vs)− {v0} and Ts(x) /∈ {Ts(vr) + 1, . . . , t}},
(3) if t = Ts(vr), CS(vs, vr, t) = {x|x ∈ N(vs)− {v0}},
in which v0 denotes the sink node, and N(vi) denotes the neighbors set of node vi.

OBSERVATION 4.2. Given a spatiotemporal topology graph G = (V,E,W,L) and
any edge (vs, vr) ∈ E, if it requires that node vs be the sender (i.e., forwarder) and node
vr be the InstantReceiver of node vs, then an efficient broadcasting schedule must make
sure that when being received by vr, the broadcasting message also has been received by
all the nodes in the coverage set CS(vs, vr, Tc(vs))− {vr}, where Tc(vs) denotes the time
slot that the uncovered node vs receives the broadcasting message.

As an example, in Figure 5(a), the sender v0 is assumed to receive the broadcasting
message at its scheduled wake-up time slot, namely Tc(v0) = Ts(v0) = 3. If we let node
v3 be the InstantReceiver of the sender v0, according to Observation 4.2, all the nodes
in CS(v0, v3, Tc(v0)) = {v1, v2, v3}must be ensured to have been covered at the coverage
time of v3 (i.e., the time slot 7 when the uncovered node v3 receives the broadcasting
message), this is because any schedule which makes the coverage time of v1 or v2 be
preceded by that of v3 will never benefit from both broadcasting latency and number of
broadcasting message transmissions. In other words, v1 as well as v2 must be covered
by one of the following three ways:

(1) covered by the sender v0 at time slot Ts(v3) as the DelayedReceiver;
(2) covered by any other sender before time slot Ts(v3) as the DelayedReceiver;
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Fig. 5. (a) An example of one-hop topology; (b) Illustration of SRG.

(3) covered by the sender v0 or any other sender before time slot Ts(v3) as the In-
stantReceiver.

In order to better exhibit the spatiotemporal characteristic of broadcasting, any one-
hop broadcast (e.g., Figure 5(a)) can be characterized by a directed Spatiotemporal
Relationship Graph (SRG) (e.g., Figure 5(b)) where each edge represents one broad-
casting message transmission and each vertex represents a coverage set. For any ver-
tex v′i in SRG, we let S(v′i) denote the coverage set that represented by v′i and IR(v′i)
denote the InstantReceiver in S(v′i). Also, we let Ts(v′i) denote the coverage time slot
of vertex v′i and set Ts(v′i) = Ts(IR(v′i)). Specifically, any directed edge (v′i, v′j) in S-
RG represents one broadcasting message transmission from a sender s ∈ S(v′i) to the
InstantReceiver IR(v′j) at time slot Ts(IR(v′j)), and vertex v′j represents the resulting
coverage set CS(s, IR(v′j), Tc(s)) after this transmission where Tc(s) = Ts(v

′
i). Specially,

we set S(v′0) = {v0} and Ts(v′0) = Ts(v0) for the root vertex v′0 in SRG. For each directed
edge (v′i, v

′
j) in SRG, we use a Sender-InstantReceiver pair, i.e., P (v′i, v

′
j) = <Sender,

InstantReceiver>, to mark it.
The following Spatiotemporal Relationship Graph Construction Algorithm (SRGC-

A) will introduce how to efficiently construct a directed SRG G′ = (V ′, E′,W ′, L) from
a undirected spatiotemporal topology graph G = (V,E,W,L) in detail: Initially, S-
RG only contains a root vertex v′0 where S(v′0) = {v0} and Ts(v

′
0) = Ts(v0). Starting

with considering the sink node v0 as the sender, we respectively regard each neigh-
bor vi of the sink as the InstantReceiver, then insert a directed edge from the vertex
v′0 to the newly added vertex v′new and set S(v′new) = CS(v0, vi, Ts(v0)), IR(v′new) = vi,
P (v′0, v

′
new) = <v0, vi>. For any newly added vertex v′new, we in turn select each node

vi ∈ S(v′new) as the sender and select each node vj ∈ N(vi)− {v0} as the InstantReceiv-
er, then search all the vertices in SRG to check whether there exists a vertex v′ with
S(v′) = CS(vi, vj , Ts(v

′
new)) and IR(v′) = vj . If so, we just insert a directed edge from

v′new to v′ with P (v′new, v
′) = <vi, vj>; otherwise, we add a new vertex v′ as well as the

directed edge (v′new, v′) into SRG and then set S(v′) = CS(vi, vj , Ts(v
′
new)), IR(v′) = vj ,

Ts(v
′) = Ts(vj), P (v′new, v

′) = <vi, vj>. The above process repeats until no new vertex
addition to SRG is possible. Algorithm 1 shows the detailed process of SRGC-A.

THEOREM 4.3. The worst-case time complexity of SRGC-A is O(N2d6max), where
dmax denotes the maximum node degree in the network.

It is noteworthy to mention that SRGC-A could be more efficient and offer better
time performance guarantee than that shown in Theorem 4.3, if a high-efficient search
algorithm, such as the hash-based search algorithm, is adopted in practice.
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ALGORITHM 1: Spatiotemporal Relationship Graph Construction
Input: The undirected spatiotemporal topology graph G = (V,E,W,L).
Output: The directed spatiotemporal relationship graph G′ = (V ′, E′,W ′, L).
V ′ = {v′0};
S(v′0) = {v0}; Ts(v

′
0) = Ts(v0); flag(v′0) = 1; //v0 ∈ V is the sink node

while {v′|v′ ∈ V ′ and flag(v′) == 1} 6= ∅ do
select any vertex v′new ∈ {v′|v′ ∈ V ′ and flag(v′) == 1};
for each node vi ∈ S(v′new) do

for each node vj ∈ N(vi)− {v0} do
isfound = 0;
for each vertex v′ ∈ V ′ do

if S(v′) == CS(vi, vj , Ts(v
′
new)) and IR(v′) == vj then

add a directed edge (v′new, v
′) into E′;

P (v′new, v
′) =<vi, vj>;

isfound = 1; break;
end

end
if isfound == 0 then

add a new vertex v′ into V ′;
add a directed edge (v′new, v

′) into E′;
S(v′) = CS(vi, vj , Ts(v

′
new)); IR(v′) = vj ;

Ts(v
′) = Ts(vj);

flag(v′) = 1;
P (v′new, v

′) =<vi, vj>;
end

end
end
flag(v′new) = 0;

end

For convenience of description, as shown in Figure 5(b), the root vertex v′0 in SRG
is directed denoted by the coverage set {v0} and any non-root vertex v′i in SRG is di-
rectly denoted by the coverage set S(v′i), in which the underlined node denotes the
InstantReceiver IR(v′i), and the number labeled within any vertex v′i represents its
coverage time slot Ts(v′i). We can find that SRG well captures the spatiotemporal char-
acteristic of broadcasting and one broadcasting schedule can be implicitly represented
by a subtree of SRG which is rooted from the vertex {v0} and consists of vertices that
collectively cover all the nodes in the original topology graph. As an example of multi-
hop broadcasting, Figure 6(a) shows the resulting SRG by performing SRGC-A on the
original topology graph in Figure 3(a).

Next, we first define the Directed Latency-optimal Group Steiner Tree Problem (DL-
GST) and then show that our target problem can be transformed into the DLGST
problem. Essentially, the DLGST problem is a variant of the classic Group Steiner
Tree Problem (GST) [Reich and Widmayer 1990]. Given a weighted graph G = (V,E),
a root r ∈ V and a set of groups where each group is defined as a subset S ⊆ V , the
classic GST problem is to find a minimum weight r-rooted subtree containing at least
one vertex from each group.

Definition 4.4 (Latency of Tree). Given a spatiotemporal tree T = (V,E,W,L), the
latency of T , say D(T ), can be defined as follows:

D(T ) = max
v∈V−{v0}

{DT (v0, v)}, (6)
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Fig. 6. (a) SRG of the original topology graph in Fig. 3(a) (underlined letters denote the InstantReceivers);
(b) The simplified SRG (dashed edges constitute LGT).

where v0 denotes the root of the tree, DT (i, j) denotes the end-to-end (E2E) latency
from vertex i to vertex j on T .

PROBLEM 4.5 (DLGST). Given a directed spatiotemporal graph G = (V,E,W,L)
with weight we = 1 for each directed edge e ∈ E and a family of groups (i.e., subsets
of vertices) f = {g1, g2, . . . , gk}(gi ⊆ V ), find a directed minimum weight subtree T ∗ =
(V ∗ ⊆ V,E∗ ⊆ E,W ∗ ⊆ W,L) rooted from the root vertex v0, subject to the constraints
that
(1) V ∗ ∩ gi 6= φ for any i ∈ {1, . . . , k};
(2) D(T ∗) is minimized.

THEOREM 4.6. The LMEB problem on the original topology graph is equivalent to
the DLGST problem on its corresponding SRG, where the vertices whose coverage sets
contains a common sensor node belong to one group.

4.3. Solution to the DLGST Problem
According to Theorem 4.6, our objective thus turns to solve the DLGST problem on S-
RG. To this end, we come up with an efficient solution. Overall, we first find a Latency-
optimality Guaranteed Tree (LGT) from SRG and approximate our problem as the
GST problem on LGT, a deterministic randomized-rounding based algorithm is then
proposed to solve this problem.

4.3.1. LGT Construction. Here, we define the Minimum Latency Path Tree (MLPT) in
any graph G as a spanning subtree of G where the E2E delay from the root to each
vertex is minimal. We can easily have the following conclusion.

THEOREM 4.7. Under our proposed broadcasting communication model, the mini-
mum broadcasting latency must be equal to D(Tmin), where Tmin denotes the MLPT in
the original topology graph.

According to Theorem 4.7, we can further simplify SRG by removing all the vertices
whose minimum root-to-vertex latencies are more than D(Tmin) and the associated
edges from SRG. This is because our expected subtree of SRG, which represents the
latency-optimal broadcasting schedule, will absolutely not include any vertex whose
minimum root-to-vertex latency in SRG is more than the optimal broadcasting laten-
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cy. Thus, our target problem can be further reduced to the DLGST problem on the
simplified SRG.

We use OPTGST (T ) and OPTDLGST (G) to denote the cost of the optimal solution for
the Group Steiner Tree Problem (GST) on any tree T and that for the DLGST problem
on any directed graph G, respectively, and the following conclusion holds.

THEOREM 4.8. Given a simplified SRG G′ where the vertices whose coverage sets
contains a common sensor node belongs to a group, we must have

OPTGST (T ′) ≤ h(T ′) ·OPTDLGST (G′), (7)

where T ′ denotes any latency-optimal spanning subtree of G′ and h(T ′) denotes the
height of tree T ′. Suppose that the parameters R, L and rc are fixed, h(T ′) must be
bounded by a constant.

For any latency-optimal spanning subtree of the simplified SRG, we call it the
Latency-optimality Guaranteed Tree (LGT). According to Theorem 4.8, obviously, we
are expected to find a LGT with lower height to achieve a better performance guaran-
tee. Here, we adopt the following approach, which is similar to Bellman-Ford Algorith-
m, to construct the LGT.

— Initialization: Given a simplified SRG G′, we let Dmin(v′0, v
′
i) and hopcount(v′0, v

′
i)

denote the minimum E2E latency and the hop count from root v′0 to vertex v′i, re-
spectively. Initially, we set Dmin(v′0, v

′
0) = hopcount(v′0, v

′
0) = 0, and set Dmin(v′0, v

′
i) =

hopcount(v′0, v
′
i) = ∞ and p(v′i) = null for any v′i 6= v′0, where p(v) denotes the parent

of vertex v.
— Iteration: For each edge (v′i, v

′
j) in G′, if Dmin(v′0, v

′
i) + d(v′i, v

′
j) < Dmin(v′0, v

′
j), we

will updateDmin(v′0, v
′
j) = Dmin(v′0, v

′
i)+d(v′i, v

′
j), hopcount(v′0, v′j) = hopcount(v′0, v

′
i)+

1 and set p(v′j) = v′i. If Dmin(v′0, v
′
i) + d(v′i, v

′
j) = Dmin(v′0, v

′
j), we will check that

whether hopcount(v′0, v′i) + 1 < hopcount(v′0, v
′
j), if so, we update hopcount(v′0, v′j) =

hopcount(v′0, v
′
i) + 1 and set p(v′j) = v′i. The above process is repeated until there is

no update in G′.

For the original topology graph with D(Tmin) = 17 (i.e., Figure 3(a)), we can derive
the LGT (i.e., Figure 6(b)) by adopting the above approach on its SRG (i.e., Figure 6(a)).

4.3.2. Edge Selection on LGT. Seeing from above, accordingly, we can approximate our
problem as the GST problem on LGT which has guaranteed the optimality of broad-
casting latency. In [Garg et al. 1998], the authors proposed an efficient method to ad-
dress the GST Problem on tree. However, [Garg et al. 1998] required that the input
tree should be a binary one where each group is a subset of its leaves and groups are
pairwise disjoint, and also it only gived a probabilistic solution. Based on the solution
in [Garg et al. 1998], we devise a deterministic method, which consists of three steps:

(1) Tree Transformation
Given a LGT T ′ = {V ′, E′,W ′, L}, we first convert T ′ into a binary tree in which

each group is a subset of its leaves and groups are pairwise disjoint via the following
operations:

— For each internal (i.e., non-root and non-leaf) vertex v′i in LGT, we insert an edge
from vertex v′i to a newly added vertex v′new sharing the same S(·) and IR(·) with v′i
(i.e., S(v′new) = S(v′i) and IR(v′new) = IR(v′i)).

— For each leaf vertex v′i in LGT, if |S(v′i)| > 1, we insert |S(v′i)| edges from v′i to |S(v′i)|
newly added vertices sharing the same S(·) and IR(·) with v′i.

— For each non-leaf vertex v′i with more than two children, we first add a new vertex
v′new sharing the same S(·) and IR(·) with v′i into LGT, specially, if v′i is not the root,
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Fig. 7. (a) Illustration of LGT (i.e., T ′); (b) Illustration of the transformed binary LGT (i.e., T ∗).

we replace v′i with v′new to be the child of p(v′i). Then, we delete an edge from v′i to any
child v′j of v′i, and insert the edges (v′new, v

′
i) and (v′new, v

′
j). This process is repeated

until a binary tree is fully built.
— We check each edge (v′i, v

′
j) in the above binary tree, if S(v′i) = S(v′j) and IR(v′i) =

IR(v′j), we set the weight w(v′i,v
′
j)

= 0; otherwise, w(v′i,v
′
j)

= 1.

Here, we partition all the non-root vertices in LGT T ′ into N − 1 groups, i.e.,
{g1, . . . , gN−1}, where any vertex v′ ∈ V ′ belongs to group gi if and only if vi ∈ S(v′)
(i ∈ {1, . . . , N − 1}). Correspondingly, we also partition all the leaves in the trans-
formed binary LGT into N − 1 pairwise disjoint groups, which respectively correspond
to {g1, . . . , gN−1}. Figure 7 illustrates an example of tree transformation in which the
members in one group are marked with the same color. Apparently, we can safely draw
the conclusion that the GST Problem on LGT is equivalent to the minimum weight GST
Problem on the transformed binary LGT in which each group gi (i ∈ {1, . . . , N − 1}) is a
subset of its leaves and all groups are pairwise disjoint.

(2) Randomized Rounding
Let T ∗ = (V ∗, E∗) be the transformed binary LGT, as shown in [Garg et al. 1998], the

minimum weight GST Problem on T ∗ can be formulated as the following 0-1 Integer
Programming:

(IP ) min
∑

e∗∈E∗
we∗xe∗

s.t.
∑

e∗∈∂S
xe∗ ≥ 1, ∀S ⊂ V ∗ so that r ∈ S

and S ∩ gi = φ for some i ∈ {1, . . . , N − 1}
we∗ ∈ {0, 1}, xe∗ ∈ {0, 1}, ∀e∗ ∈ E∗,

(8)

where r denotes the root vertex of T ∗, and ∂S denotes the set of edges with exactly one
endpoint in S.

In the above formulation, the binary variable xe∗ indicates whether to select the
edge e∗ or not. Given a group gi, apparently, it requires that at least one edge with
exactly one endpoint in S should be selected for any vertex set S which separates the
root from gi. Here, xe∗ can be relaxed to the range of [0,1] and regarded as the capacity
of edge e∗, which implies that any cut that separates the root from all the vertices in a
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given group has capacity of at least one. According to the Max-flow Min-cut Theorem,
the maximum flow from the root to any group must be at least one. In other words,
there must exist a flow whose value is exactly one from the root to any group. Thus,
we can relax the above Integer Programming to the following Linear Programming.

(LP ) min
∑

(u,v)∈E∗
w(u,v)x(u,v)

s.t.
∑
u∈g

∑
v∈Vg

fg(v, u) = 1∑
(u,v)∈Eg

fg(u, v) =
∑

(v,w)∈Eg
fg(v, w), ∀v ∈ Vg − g − {r}

0 ≤ fg(u, v) ≤ x(u,v) ≤ 1, ∀(u, v) ∈ Eg
w(u,v) ∈ {0, 1}, ∀(u, v) ∈ Eg
∀g ∈ {g1, . . . , gN−1},

(9)

where fg denotes the flow from the root to group g and Tg = (Vg, Eg) denotes the subtree
of T ∗ which consists of the paths from the root r to each leaf vertex in group g.

Similar to [Garg et al. 1998], we adopt the following approach, which is called the
Randomized-rounding based Edge Selection Algorithm (RES-A), to make the edge se-
lection.

— We define a Selected Edge Set, which is initially set as empty.
— We make the following random selection operation: Each edge e∗ in T ∗ is marked

with probability of xe∗
xp(e∗)

, in which xe∗ can be figured out from Equation 9 and p(e∗)
denotes the parent edge of e∗. For any edge e∗ with one endpoint is the root, specif-
ically, it is marked with probability of xe∗ . An edge is added into the Selected Edge
Set if and only if the edges including itself and all its ancestors are marked.

— We check whether the GST is generated by combining all the edges in the Select-
ed Edge Set and the zero-weight edges in T ∗, if yes, the edge selection process is
terminated; otherwise, we repeat the above random selection operation until the
edge selection is terminated or the random selection operation has been repeated
for dη · log(N − 1) · log max

1≤i≤N−1
|gi|e rounds, where η is a constant.

The following Lemma, which has been proven in [Garg et al. 1998], explicitly shows
the performance of the aforementioned randomized-rounding based approach.

LEMMA 4.9. [Garg et al. 1998] For a binary tree in which each group is a sub-
set of its leaves and groups are pairwise disjoint, the probability that its root fails to
reach any group g after one round random selection operation is at most about
1− 1

64 log max
1≤i≤N−1

|gi| .

(3) Edge Compensation and Reduction
Different from [Garg et al. 1998] which only gives a probabilistic solution, we will

make sure our solution is deterministic by edge compensation. If the root is not con-
nected to some group g after executing RES-A, specifically, we will establish the mini-
mum weight path from the root to group g and then add the edges on this path which
have not been selected by RES-A into the Selected Edge Set. Finally, we further reduce
the solution on the transformed binary LGT to that on the original LGT by removing
all the zero-weight edges from the Selected Edge Set.

4.4. Broadcasting Schedule Construction
By adopting the above-mentioned solution, we can approximately obtain the mini-
mum Group Steiner Tree on LGT that consists of the edges in Selected Edge Set,
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called TG = (V G, EG,WG, L), which implicitly represents a latency-optimal broadcast-
ing schedule that the total number of broadcasting message transmissions is at most
|EG|. We can easily find that the broadcasting schedule represented by TG must sat-
isfy the properties of connectivity and coverage in Definition 3.2. However, it may not
satisfy the property of non-redundancy in Definition 3.2, in other words, it could incur
redundant transmissions and unnecessary collisions since a randomized approach is
adopted in the building of TG. Next, we will introduce how to transform TG into the
corresponding broadcasting schedule as defined in Definition 3.2, which essentially
avoids the redundant transmissions and unnecessary collisions.

For any edge eGi = (vGs , v
G
r ) in EG, we use <eGi .sender, eGi .receiver> to denote it-

s Sender-InstantReceiver pair where eGi .sender ∈ S(vGs ) and eGi .receiver = IR(vGr ).
In Figure 7(a), for example, the edge ({v1, v2}, {v4, v3}) is marked with the Sender-
InstantReceiver pair <v1, v3>. For any sensor node vi, we use tminvi and Tminc (vi) to
respectively denote node vi’s minimum coverage time and minimum coverage time slot
(i.e., the time and the corresponding time slot when node vi is covered for the first time
in the schedule TG). Specifically,

tmin
vi = min

v∈V G and vi∈S(v)
{DTG(rG, v)}, (10)

Tmin
c (vi) = Ts(arg min

v∈V G and vi∈S(v)
{DTG(rG, v)}), (11)

where rG is the root of TG. For convenience of description, we use a ring to characterize
one working schedule period, namely time slots from 0 to L-1 are distributed in the ring
according to the clockwise sequence. Figure 8 shows an example with L = 10.

To achieve the transformation from TG to our target broadcasting schedule, here,
we propose a Broadcasting Schedule Construction Algorithm (BSC-A) which consists
of the following two steps.

(1) Schedule Initialization
For any node vi, its schedule strategy M(vi) can be initially generated from TG as

follows.

— If there does not exist any edge eGi ∈ EG where eGi .sender = vi, we will set M(vi).α =
0 and M(vi).β = NULL.

— If there exists at least one edge indicating the sender is vi in EG, we will mark
vi with the forwarder and M(vi).β can be built in the following way: For any
edge eGi = (vGs , v

G
r ) in EG where eGi .sender = vi, we check that whether S(vGr ) ⊆

CS(vi, e
G
i .receiver, T

min
c (vi)), if yes, we add node eGi .receiver into M(vi).β if it is not

in M(vi).β and mark it with the InstantReceiver; otherwise, node v′i will be added
into M(vi).β if it is not in M(vi).β and be marked with the InstantReceiver, where v′i
is the neighboring node of vi whose scheduled wake-up time slot is the furthest away
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from the time slot Tminc (vi) in the wake-up schedule ring along with the clockwise
direction.

— Then, we sort M(vi).β as < β1, β2, . . . , βm(vi) > according to the clockwise sequence
of their scheduled time slots in the wake-up schedule ring with starting from the
time slot Tminc (vi).

— Finally, we add all the nodes in set CS(vi, βm(vi), T
min
c (vi)) −M(vi).β into M(vi).β

and mark them with the DelayedReceivers, and then we reorder M(vi).β according
to the clockwise sequence of their scheduled time slots in the wake-up schedule ring
with starting from the time slot Tminc (vi).

(2) Schedule Adjustment
After the above step, we can get the initial Forwarding Sequence of each forwarder.

However, the broadcasting schedule based on these initial Forwarding Sequences could
incur redundant transmissions and unnecessary collisions, since a randomized ap-
proach is adopted in the building of TG. Suppose that we have any three forwarders
vi, vj and vk, of which initial Forwarding Sequences can be represented as follows:

M(vi).β =< v3, v5, v6, v7, v8, v10, v9 >,
M(vj).β =< v2, v4, v6, v7, v12, v8 >,
M(vk).β =< v5, v1, v6, v11, v8, v9 > .

(12)

We find that if node v5 receives the broadcasting message from vi no later than that
from vk, the transmission from vk to v5 will be redundant and thus v5 can be removed
fromM(vk).β. In addition to the redundant transmissions, unnecessary collisions could
also be inevitable for our derived schedule. For example, the collision would happen
when the time v6 takes to receive the broadcasting message from vj is the same with
that from vk. If v6 receives the broadcasting message from vj no later than that from
vk, actually, we can get an equivalent Forwarding Sequence by letting v1 in M(vk).β be
the InstantReceiver and removing v6 from M(vk).β.

Definition 4.10 (Remove Back). Given any Forwarding Sequence M(vi).β that con-
tains node vj , the operation Remove Back vj in M(vi).β is defined as: (1) If vj is the
DelayedReceiver, remove vj from M(vi).β; (2) If vj is the InstantReceiver, replace vj
with the previous node of vj in M(vi).β by the InstantReceiver and then remove vj
from it, particularly, if the previous node of vj is also the InstantReceiver or vj is the
first node in M(vi).β, just remove vj from M(vi).β.

In order to satisfy the property of non-redundancy in Definition 3.2, in this step, we
propose the following approach to further adjust M(vi).α and M(vi).β values for each
node vi.

— For each non-sink node vi, we first find the edge eGi = (vGs , v
G
r ) in EG such that

vi ∈ S(vGr ) and DTG(rG, vGr ) = tminvi , and node eGi .sender is thus selected to be the
candidate sender for vi.

— Then, we check the Forwarding Sequence of each forwarder vj where vj 6= eGi .sender,
if vi ∈M(vj).β, Remove Back vi in M(vj).β.

— After the above process, if the new resulting Forwarding Sequence of any forwarder
vj is empty, we will set M(vj).α = 0 and M(vj).β = NULL.

— For each forwarder vj , finally, we will set M(vj).α as the number of InstantReceivers
in M(vj).β.

Obviously, the aforementioned approach can ensure each sensing node appears in
exactly one forwarder’s Forwarding Sequence, which implies the property of non-
redundancy in Definition 3.2 must be satisfied. Theorem 4.13 explicitly shows the per-
formance of our solution.
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LEMMA 4.11. Let M∗ denote the resulting broadcasting schedule by performing
BSC-A on TG, we can have that
(1) M∗ must be latency-optimal;

(2)
N−1∑
i=0

M∗(vi).α ≤ |EG|.

LEMMA 4.12. log max
1≤i≤N−1

|gi| ≤ O(log dmax).

THEOREM 4.13. When η ≥ 64, the approximation ratio of our solution is O(logN ·
log dmax).

A straightforward observation from Theorem 4.13 is that we can set the parameter
η as 64 in our solution to guarantee a polylogarithmic approximation ratio.

4.5. Extension
Note that we assumed the working schedules of neighboring nodes are different from
each other, which is commonly seen in low-duty-cycle WSNs. Nevertheless, our solution
can also be extended to the generalized case where a few of the neighboring nodes could
have the identical wake-up schedule, by simply regarding the set of neighbors having
identical wake-up time slot as one virtual node. For example, the initial Forwarding
Sequence of forwarder vi can be represented as follows.

M(vi).β =< {v3, v5}, v6, v7, {v8, v10, v9} >, (13)

where {v3, v5} and {v8, v10, v9} denote two virtual nodes, i.e., Ts(v3) = Ts(v5) and
Ts(v8) = Ts(v10) = Ts(v9). Here, a virtual node is called the DelayedReceiver (InstantRe-
ceiver) if and only if all sensor nodes in this virtual node are the DelayedReceivers (In-
stantReceivers), and any InstantReceiver virtual node in M(vi).β represents one broad-
casting message transmission.

In BSC-A, a virtual node is Removed Back in the Forwarding Sequence of any for-
warder vi if and only if node vi is not the candidate sender for each node in this virtual
node. Otherwise, we only need to remove the sensor nodes whose candidate senders
are not vi from the virtual node.

5. PRACTICAL ISSUES
In this section, we will discuss the practical issues faced when implementing our pro-
posed solution.

Note that, we make the same assumptions as most of the existing works about broad-
cast scheduling for low-duty-cycle WSNs, that is, the assumptions made in our paper
are all commonly used in the existing related works and our solution does NOT bring
any additional overhead compared with the existing related works. Actually, these
commonly used assumptions will cost much less overhead in practice. For example,
we only need to realize a local synchronization between neighboring nodes in our pa-
per. In real WSNs, local synchronization can be achieved by using an existing high-
efficient MAC-layer time stamping technique FTSP (Flooding Time Synchronization
Protocol) [Maróti et al. 2004], which achieves an accuracy of 2.24us with the cost of
exchanging only a few bytes of packets among neighboring nodes every 15 minutes.
Since the length of each time slot is usually long enough (at least tens of milliseconds)
in practice, the accuracy of 2.24us is sufficient. Also, the assumption that each node
is aware of the working schedules of all its neighboring nodes within 2 hops can be
realized by just exchanging the schedules between neighboring nodes twice in the ini-
tialization phase of the network. Specifically, each node will initially keep awake and
determine its own working schedule according to a particular power management pro-
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tocol immediately after the deployment, and then exchange the working schedule with
its neighbors. Once getting the information about all its neighbors’ working schedules,
each node will deliver it to each of its neighbors again. In our solution, we will use a
binary string to represent the working schedule, e.g., to use the binary string < 0010 >
to represent the periodic working schedule with Ts(·) = 2 and L = 4. In this way, we
can find that the exchange cost of the working schedules between neighboring nodes
is quite low especially when an efficient string compression scheme is adopted. More
importantly, this exchange is only a one-time task during the implementation of our
solution. Therefore, this assumption will bring much less overhead in practice.

Upon getting the information about the working schedules of all the neighbors, each
node will deliver it to the sink immediately. The sink will derive the spatiotemporal
network topology graph based on the collected information from all nodes, then execute
our centralized algorithm to obtain the broadcasting schedule and distribute it to each
node in the network. This will be done during the initialization phase of the network
and is a one-time task. Actually, this is also the commonly used implementation for
most of the existing centralized algorithms. Once getting the transmission strategy,
each node will put itself into the low-duty-cycle mode according to its own working
schedule. Upon receiving a packet, any node v will check its header to see whether
it is a broadcast packet, if yes, node v will forward this packet according to its own
transmission strategy.

In this paper, we assume that our target applications will not experience a notable
change on the link qualities, which implies that the topology changes mainly come from
the energy depletion of sensing nodes. In practice, some emerging technologies (e.g.,
Wireless Charging Technology [Dai et al. 2014] and Mobile Robot Technology [Fletcher
et al. 2010]) can help us deal with such kind of topology changes. For example, we can
set an energy threshold for each node, and any node will transmit an alarm packet
to the sink once its residual energy is below this threshold. Upon receiving the alarm
packet, the sink will send a mobile charger to the target node and wirelessly recharge
it, or send a mobile robot there to replace the target node with a new one that has
the same code and configuration as the target node. In this case, we do not need to
consider the topology change and the network initialization phase is just a one-time
task, which implies the control traffic in the network initialization phase will bring
much less overhead compared with the long-term run of the broadcasting applications
so that its cost can be approximately neglected.

6. PERFORMANCE EVALUATION
In this section, we evaluate the performance of our solution via simulations.

In our setting, we assume sensor nodes are uniformly distributed in a circular sen-
sory field with a radius of R = 50m and the sink node is located at the center of the
sensory field. For simplicity, we assume that one period of any node’s working sched-
ule contains only one active state time slot and we let each sensing node independently
and randomly determine its own working schedule. For the sink node v0, specifically,
we set Ts(v0) = 0. Further, we adopt the following classic energy consumption model
which is commonly used in many existing literature such as [Heinzelman et al. 2000]:

es(l) = l · Eelec + l · εampr2c , er(l) = l · Eelec, (14)

where Eelec = 50nJ/bit, εamp = 100pJ/bit/m2, l denotes the packet length, es(l) and
er(l) denote the energy consumed by sending a packet and receiving a packet, respec-
tively. As the same with literature [Wang et al. 2006], we define that each data packet
and each beacon packet have a length of 133 bytes and 19 bytes, respectively. Unless
otherwise stated, we set N=300, L=100, rc=10m, and all the results are obtained by
averaging over 10 experiments.
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Fig. 9. The number of message transmissions vs. N .

Here, we take the following two approaches as the baselines to evaluate the perfor-
mance of our solution.

— MLPT-based approach: The sink node broadcasts the message directly along with
the MLPT of the original topology graph. In this approach, no deferring strategy is
employed by each node.

— Heuristic approach: Initially, we can find a MLPT from the original topology
graph, which essentially represents a broadcasting schedule M+. Given any sens-
ing node vi and the forwarder vj where vi ∈ M+(vj).β, if vi is the InstantReceiver
and also not the last node in M+(vj).β, we will check whether the minimum broad-
casting latency still holds when vi turns to be the DelayedReceiver in M+(vj).β, if
yes, we will mark vi with candidate and figure out ∆T (vi), which denotes the sum of
increased E2E latencies for all nodes if vi turns to be the DelayedReceiver. Then, we
will find the candidate with the smallest ∆T (·) and let it be the DelayedReceiver. The
above process will be repeated until no candidate can be found. Similar to Section
4.5, this approach can be also extended to the generalized case where a few of the
neighboring nodes could have the identical wake-up schedule by simply regarding
the set of neighbors having identical wake-up time slot as one virtual node.

First, we will evaluate the performance of BSC-A. Let M∗ denote the solution adopt-

ing BSC-A on TG, Figure 9-11 show that
N−1∑
i=0

M∗(vi).α achieves around 10%-30% de-

crease over the total number of message transmissions for the schedule represented
by TG, which implies the high-efficiency of our proposed BSC-A on the reduction of
redundant transmissions. It is shown that the vary of parameter N has more signif-
icant affect than L and rc on the performance of BSC-A. In Figure 9, specifically, we
can find that BSC-A will get a much better performance on the reduction of redundant
transmissions as the network density increases, this is because the network with high-
er density will lead to a SRG with larger number of vertices and edges, which would
make the schedule represented by TG bring more redundant transmissions and pro-
vide more opportunities for BSC-A to reduce the number of message transmissions by
efficiently avoiding the redundancy of transmissions.

Then, we compare our proposed approximation solution with two baseline solutions
in terms of total energy consumption for broadcasting. As shown in Figure 12-14, our
solution derives a better performance than both MLPT-based approach and heuristic
approach under various network configurations, the network density and the com-
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Fig. 10. The number of message transmissions vs. L.
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Fig. 11. The number of message transmissions vs. rc.

munication range of each node affect the performance advantage of our solution to
a greater extent compared with the duty cycle. In Figure 12 and Figure 14, we can
find that compared with baseline solutions, our solution will get a better performance
advantage as the network density or the communication range of each node rises. Fig-
ure 13 exhibits the impact of duty cycle on energy efficiency. Specifically, we can find
that along with L decreases (i.e., duty cycle increases), all of our solution and base-
line solutions would have a better performance since the decrease of L will make more
neighboring nodes have the same working schedule, which would reduce the transmis-
sion number of both broadcasting messages and beacon packets. When L is more than
60, however, our solution and baseline solutions will all get a stable performance. Note
that our solution exhibits a better performance than the heuristic approach. This is be-
cause the considered heuristic approach is based on a structured topology (i.e., MLPT)
and the result is derived from the greedy updates of broadcast scheduling strategy on
MLPT, but our solution is based on an unstructured topology and thus it will have a
wider optional range of the feasible solutions than the heuristic approach, on condition
that the broadcasting latency is minimized.

Further, we exhibit the relationship between total energy consumption for broad-
casting and the number of packets in each broadcasting message, which is denoted
by |T |. In many applications for broadcasting, such as code update, the broadcasting
message is relatively large (i.e., |T | >> 1). Seeing from Figure 15, we can find that our
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Fig. 14. Total energy consumption vs. rc.
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Fig. 16. Total energy consumption vs. η.

solution will get a better performance advantage as the broadcasting message is larg-
er, which implies our solution is more suitable for the applications of large message
broadcasting.

Note that, the above experiments are all based on the classic energy consumption
model as shown in Equation 14. However, the existing literature [Wang et al. 2006]
has found that the drain efficiencies of power amplifiers of current sensor node devices
are actually always less than 100% and it gives a more realistic energy consumption
model as shown in Equation 15. For each sensor device, the drain efficiency of power
amplifier denotes the ratio of RF output power to DC input power.

es(l) = l · Eelec +
l·εampr2c

η , er(l) = l · Eelec, (15)

where the parameter η denotes the drain efficiency of power amplifier and its value de-
pends on the specific device. In order to evaluate the adaptivity of our solution to the
various energy consumption patterns, we compare our solution with the baseline solu-
tions under the realistic energy consumption models with different η values. Figure 16
shows that our solution will always perform better than the baselines under whatever
energy consumption pattern, and the performance advantage will not be degraded no
matter how η varies.

Next, we proceed to evaluate the value of h(T ′) where T ′ denotes LGT. We respec-
tively consider the following three cases of network configurations: (L=100, rc=10m),
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Fig. 18. Height of LGT vs. L.

(N=300, rc=10m) and (L=100, N=300). Figure 17 and Figure 18 exhibit the similar re-
sults, that is, the value of h(T ′) almost keeps stable, namely around 12, no matter how
the number of nodes or the length of working schedule varies. As shown in Figure 19,
however, h(T ′) drops as the communication range of each node increases, which means
it is only related to the communication range of each node on the condition that R is
fixed. Intuitively, this is because the value of h(T ′) can be approximately considered as
the ratio of the latency of MLPT on the original topology graph, which is generally de-
termined by the height of MLPT and average one-hop latency on MLPT, to the average
one-hop latency on LGT. Actually, average one-hop latency on MLPT and that on LGT
have the same order of magnitude once L is fixed, and the height of MLPT is generally
determined by R and rc. According to the simulation results depicted in Figure 17-19,
we can obviously find that the value of h(T ′) is always a small constant without being
related to N under whatever network configuration.

7. CONCLUSIONS
In this paper, we consider how to utilize broadcasting spatiotemporal locality to ad-
dress the broadcast scheduling problem in low-duty-cycle WSNs. We first transform
our target problem into the Latency-optimal Group Steiner Tree Problem on the Spa-
tiotemporal Relationship Graph, which is shown to be NP-hard, and then approximate-
ly solve this problem by using a deterministic randomized-rounding based method. Al-
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Fig. 19. Height of LGT vs. rc.
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Fig. 20. An instance of the LMEB problem with L=12. Given an optimal broadcasting schedule M =
{M(v0) = (1, < v′1, v

′
2, v
′
3, v
′
4 >),M(v′1) = (1, < v′′1 , v

′′
2 , v
′′
3 , v
′′
6 >),M(v′4) = (1, < v′′4 , v

′′
5 , v
′′
7 >),M(v′2) =

M(v′3) = M(v′′j ) = (0, NULL)(j = 1, . . . , 7)}, we can easily get the optimal solution of the Set Cover Prob-
lem, i.e., {C1, C4}.

so, a novel Broadcasting Schedule Construction Algorithm is proposed to further avoid
the redundant transmissions and reduce the collision probability as much as possi-
ble. Finally, the high-efficiency of our solution is evaluated through both theoretical
analysis and simulations.

APPENDIX
A. PROOF OF THEOREM 3.4
Given any instance of the Set Cover Problem with U = {c1, . . . , cm} and a collection of
sets {C1, . . . , Cn} where any set Ci ⊆ U , we can construct an instance G̃ = (Ṽ , Ẽ, W̃ , L̃)

of our LMEB problem in polynomial-time by letting (1) Ṽ = {v0}
⋃
V ′
⋃
V ′′, where

V ′ = {v′1, . . . , v′n} and V ′′ = {v′′1 , . . . , v′′m}, corresponding naturally to {C1, . . . , Cn} and
{c1, . . . , cm}; (2) Ẽ = ({v0} × V ′)

⋃
E′, where the edge (v′i, v

′′
j ) ∈ E′ if and only if v′i ∈ V ′,

v′′j ∈ V ′′ and cj ∈ Ci; (3) Ts(v0) = 0, Ts(v′i) = i for any i ∈ {1, . . . , n}, Ts(v′′j ) = n + j for
any j ∈ {1, . . . ,m}; (4) L̃ = m+ n+ 1. We give an example of the instance construction.
For the instance of the Set Cover Problem with m = 7, n = 4 and C1 = {c1, c2, c3, c6},
C2 = {c1, c3, c4, c5}, C3 = {c2, c5, c6}, C4 = {c3, c4, c5, c7}, we can obtain its corresponding
instance of the LMEB problem in Figure 20.
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It is easily seen that the minimum broadcasting latency in G̃ must be m + n. In
order to guarantee the minimum broadcasting latency, all nodes in V ′ must receive the
message from v0 since Ts(v′i) < Ts(v

′′
j ) for any v′i ∈ V ′ and v′′j ∈ V ′′. In other words, if M

is the optimal broadcasting schedule in G̃, then M(v0) must be (1, < v′1, . . . , v
′
n >). For

any forwarder v′i in V ′, obviously, the optimal forwarding strategy must be to defer the
receiving time of its neighbors in V ′′ so that they can simultaneously wake up at time
slot max

v∈V ′′ and (v′i,v)∈E′
{Ts(v)} and only one message transmission is needed. Accordingly,

we can easily prove that the Set Cover Problem can be solved in polynomial-time if
and only if the latency-optimal minimum energy broadcasting schedule can be found
from G̃ in polynomial-time. As this proof is simple and direct, we omit the detailed
process for saving space. Thus, the Set Cover Problem, which is a well-known NP-hard
problem, is polynomial-time reducible to the LMEB problem. This indicates that the
LMEB problem must be NP-hard.

B. PROOF OF THEOREM 4.3
Seeing from SRGC-A, we find that the vertex search operation actually dominates
the whole construction procedure of SRG. In SRGC-A, it results in at most d2max SRG
vertices for any node in G where dmax denotes the maximum node degree in G, thus,
there are in total at most N · d2max vertices in SRG. We assume there are ultimately x
vertices in SRG after executing SRGC-A (x ≤ N · d2max). As we know, the size of any
vertex’s coverage set is at most dmax, which means any vertex will result in at most
d2max edges and the total number of edges in SRG is thus at most x · d2max. Actually, we
can divide all the edges in SRG into two categories: (1) x−1 edges which are connected
to the new added vertices after the search operation; (2) x · d2max − x + 1 edges which
are connected to the existing vertices after the search operation. The total search time

for the first category is at most
x−2∑
m=0

m = (x−2)(x−1)
2 , and that for the second category is

at most (x− 1)(x · d2max − x+ 1).
Due to the fact that x ≤ N · d2max, the total search time of SRGC-A is therefore at

most (x−2)(x−1)
2 + (x− 1)(x · d2max − x+ 1) = O(x2d2max) ≤ O(N2d6max).

C. PROOF OF THEOREM 4.6
In SRG, we can partition all the non-root vertices into N − 1 groups according to the
common members involved in their coverage sets. Here, we let G denote the original
topology graph and G′ denote its corresponding SRG. For any node vi in G, specifically,
any vertex v′ in G′ belongs to group gi if and only if vi ∈ S(v′), where i ∈ {1, . . . , N − 1}.
Consequently, one broadcasting schedule can be implicitly represented by a subtree
of SRG which is rooted from the vertex {v0} and connects at least one vertex in each
group of SRG. We can easily find that for any latency-optimal broadcast scheduling
M in G, it can be characterized by a corresponding Latency-optimal Group Steiner

Tree T = (VT , ET ) in G′, where
N−1∑
i=0

M(vi).α = |ET |. Also, it is easily seen that for any

Latency-optimal Group Steiner Tree T = (VT , ET ) in G′, it can be transformed into a

latency-optimal broadcast scheduling M , where
N−1∑
i=0

M(vi).α ≤ |ET |. This indicates the

cost of the optimal solution for the LMEB problem on G must be equal to that for the
DLGST problem on G′. Thus, the proof is completed.
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D. PROOF OF THEOREM 4.7
Actually, Tmin can be regarded as a broadcasting schedule without waiting. Assume
that node vb is the leaf on Tmin of which sink-to-node latencyDT (v0, vb) is the maximum
overall. Obviously, we cannot find a broadcasting schedule whose latency is less than
DT (v0, vb), given that the schedule guarantees vb is covered. This is because the E2E la-
tency will not benefit from waiting in duty-cycled WSNs which has been shown in [Lai
and Ravindran 2010a]. Thus, the optimal broadcasting latency must be DT (v0, vb). As
DT (v0, vb) = D(Tmin), the proof is completed.

E. PROOF OF THEOREM 4.8
We denote by Topt = (VT , ET ) the optimal solution of our target problem. Given any
latency-optimal spanning subtree T ′, it is easy to see that the subtree of T ′ containing
all the vertices in VT−{r} (r denotes the root vertex), say T̃ = (Ṽ , Ẽ), must be a feasible
solution. For the worst case in which all the vertices in VT − {r} are just the leaves of
T ′, we have OPTGST (T ′) ≤ |Ẽ| ≤

∑
i∈VT−{r}

|Path(r, i)| ≤ h(T ′) · |VT −{r}| = h(T ′) · |ET | =

h(T ′)·OPTDLGST (G′), where |Path(r, i)| denotes the hop count of the path from root r to
vertex i. As all nodes are assumed to be uniformly and densely deployed in the sensory
field, we can easily find that the latency of MLPT in the original topology graph, i.e.,
the optimal broadcasting latency according to Theorem 4.7, is at most about R·L

rc
time

slots where rc denotes the communication range of each node, and obviously each hop
in T ′ will cost at least one time slot, which implies h(T ′) must be at most ξ = R·L

rc
, a

constant independent of N . As shown in our simulation results, indeed, h(T ′) is always
a small value that is far less than ξ in practice.

F. PROOF OF LEMMA 4.11
For any broadcasting schedule M and any sensor node vi, we let tM (vi) denote the
time when vi receives the broadcasting message in M . Obviously, we can have the
following observation: Given two broadcasting schedules {M1,M2} and a sensor node
vi, if M1(vi).β = M2(vi).β and tM1(vi) ≤ tM2(vi), we must have M1(vi).α = M2(vi).α and
tM1(v) ≤ tM2(v) for each v ∈M1(vi).β.

According to the above observation, we can easily find that tM∗(vi) ≤ tminvi for each
node vi, this is because (1) In the Schedule Initialization Step, we choose tminvj as the
starting forwarding time of any forwarder vj ; (2) In the Schedule Adjustment Step,
we choose the sender which lets any node vi be covered at time tminvi as the candidate
sender of vi, and also the operation of Remove Back would further shorten the min-
imum coverage time of some nodes. As the minimum broadcasting latency must be
max
vi∈V G

{tminvi }, we thus have

max
vi∈V G

{tM∗(vi)} = max
vi∈V G

{tminvi },

which indicatesM∗must be latency-optimal. Besides, we can find that (1) In the Sched-
ule Initialization Step, no operation would bring additional transmissions, and when
there exist two or more edges in EG which have the same Sender-InstantReceiver pair,
the number of transmissions could be reduced; (2) In the Schedule Adjustment Step,
the operation of Remove Back would further reduce the redundant transmissions and
no additional transmissions will be produced. Thus, we must have

N−1∑
i=0

M∗(vi).α ≤ |EG|.
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The proof is thus completed.

G. PROOF OF LEMMA 4.12
For any sensor node vi, according to SRGC-A, we find that any one of its neighbors

could generate at most N̂max =
dmax∑
i=1

i SRG vertices that contain vi, therefore, the total

number of the SRG vertices that contain vi is at most |N(vi)| · N̂max ≤ dmax ·
dmax∑
i=1

i,

which implies max
1≤i≤N−1

|gi| ≤ d3max+d
2
max

2 ≤ d3max, so we have

log max
1≤i≤N−1

|gi| ≤ log d3max = O(log dmax). (16)

The proof is thus completed.

H. PROOF OF THEOREM 4.13
As Equation 9, of which the optimal solution is equal to the expected cost (i.e., the
expected number of selected edges) E[cost/round] after each round of RES-A, is the
LP-relaxation of Equation 8 of which the optimal solution is equal to OPTGST (T ∗),
we must have E[cost/round] ≤ OPTGST (T ∗). Also, we observe that for any group g,
the number of the added edges in the Edge Compensation step after executing RES-A,
calledNg, will not exceedOPTGST (T ∗) since the minimum weight path from the root to
group g in the Edge Compensation step must be no longer than the path from the root
to g that belongs to the optimal GST on T ∗. Further, we use A to denote the event that
the root fails to reach any group g after executing RES-A. According to Lemma 4.9, we
have

Pr[A] ≤ (1− 1
64 log max

1≤i≤N−1
|gi| )

dη·log(N−1)·log max
1≤i≤N−1

|gi|e

≈ (1− 1
64 log max

1≤i≤N−1
|gi| )

(64 log max
1≤i≤N−1

|gi|)· η·log(N−1)
64

.
(17)

Due to the fact that lim
x→∞

(1− 1
x )x = e−1 and log max

1≤i≤N−1
|gi| ≥ 1, we can find that if

η ≥ 64, then

Pr[A] ≤ e−
η·log(N−1)

64 ≤ e− log(N−1) ≤ elog
1

N−1 ≤ 1
N−1 . (18)

Let Ñ denote the number of the groups that fail to reach the root after executing
RES-A, thus, we have E[Ñ ] = (N − 1)Pr[A] ≤ 1 since the N − 1 groups in T ∗ are
disjoint and independent. Let ∆ = dη · log(N − 1) · log max

1≤i≤N−1
|gi|e, due to Theorem 4.8

and the fact that OPTGST (T ∗) = OPTGST (T ′), the expected cost of the solution TG,
namely E[|EG|], is thus at most

∆ ·E[cost/round] + E[Ñ ] ·Ng
≤ (∆ + 1) ·OPTGST (T ∗)
= (∆ + 1) ·OPTGST (T ′)
≤ h(T ′) · (∆ + 1) ·OPTDLGST (G′)
≤ ξ · (∆ + 1) ·OPTDLGST (G′).

(19)
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For the final solution M∗ resulted from BSC-A, according to Lemma 4.11 and Lem-
ma 4.12, we have

E[
N−1∑
i=0

M∗(vi).α] ≤ E[|EG|] ≤ O(logN · log dmax) ·OPTDLGST (G′). (20)

The proof is thus completed.
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