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Performance Modeling of Multihop Network Subject
to Uniform and Nonuniform Geometric Traffic

Eric Noel and K. Wendy TangMember, IEEE

Abstract—Performance modeling under nonuniform trafficisa  deflection-routing algorithms reduce the maximum delay [23],
useful tool to validate simulation accuracy and lend insights to re- [55] when compared to other deflection-routing algorithms.

alistic implementation of multihop networks. We present memory- Contrary to deflection routing, withstore-and-forward
less and independence assumptions based performance models ca- tina 1521 deflected ket h ’ ilv stored in buff
pable of tracking nonuniform traffic for an arbitrary multihop net- routing [52] deflected packets are temporarily stored in buffers,

work with the deflection and store-and-forward routing strategies. SO all packets are optimally routed over the shortest path. The

We also include a description of the efficient numerical algorithms, store-and-forward routingstrategy has been applied to packet

and provide comparisons to simulation. Our models are a gener- networks [52] and interconnection networks for multiproces-

_alization of Greenberg—Goodman, Greenberg—Hajek, Hajek—Kr- sors [22].

ishna, and Brassil-Cruz models. Greenberg—Goodman [21], [20], Greenberg—Hajek [19], and
Index Terms—Deflection routing, multihop networks, perfor-  Krishna—Hajek [32] have developed a performance model for

mance modeling, store-and-forward routing. packet arrivals subject to tliedependence and memoryless as-
sumptiondor uniform traffic and applied to deflection routing
|. INTRODUCTION in (respectively) Manhattan Street Networks, Hypercube net-

works, and ShuffleNet Networks. Brassil-Cruz [8], [9] have
extended this model to nonuniform traffic in Manhattan Street
Networks. We generalize this deflection model for arbitrary net-

{vork topologies, with or without buffers, and with an improved

computers [48]. In the former, multihop networks are used ‘aamputational efficiency. Moreover, we extend this model for

logical topologies for wavelength assignments of transmitte[rﬁ:e store-and-forward routing strategy.

and receivers at a node; whereas in the latter, multihop Netve focus on performance models which consist of state

works are used as phy_sical topologies for the interconnec Huations linking a node’s input parameters to output parame-
of multiple processors Ina parallel compgter system. In bo{ rs. When memoryless and independence assumptions apply,
cases, the number of neighbors at a node is small, and a typigale|s for symmetric networks and traffic reduce to the anal-

me_ssagﬁ mustr?o throug?_ra]\ number o;ShLops to react:)h its (fjey%ﬁ's of a single node or a single buffer. Otherwise, additional
hation, hence the nanmmaultihop networksLarge numbers of oo equations linking neighboring nodes are considered.

multihop networks have been studied, including the Manhatt either case, the state equations are solved iteratively until

Street [38], Fhe ShuffleNet [53], BanyanN.et [54], Toroida onvergence is reached. From the input and output parameters,
Mes_h, and D|agonal Mesh [55]. In the followmg we ”.‘Ode' tW%teady—state performance parameters such as delay, throughput,
routing strategies for multlhop networldeflection routingand and blocking are derived. Models belonging to this category
store-and-forward routing . . may be found in [26], [30], [44] for multiprocessor systems,
Because of its simplicitydeflection routingor hot-potato and [20], [8], [9], [21] for lightwave networks.

routing [5] is a popular routing strategy among multihop net- ', g,ene'rali’ze Greenberg-Goodman, Greenberg—Hajek
works. It is abufferless, dynamioouting algorithm. Basically, Hajek—Krishna, and Brassil—Cruz indepéndence and mem—,
messages are sorted according tdedlection criterion such oryless assurr;ptions based models for arbitrary network
asageor path length Those with higher priorities are routEd‘[opologies, with or without buffers, for both deflection and

optimally to the shortest path while those with lower prioritiegtore-and-forward routing strategies, and with an improved

aredeflectedo nonoptimal links that will lead to a longer pathcomputational efficiency.

length. There is no buffer and hence no buffer management a§;,

ULTIHOP networks have found applications a

de. Perf tudies indicate that ioritv-b e concede that our packet arrival model (limited by the in-
a hode. Ferformance studies indicate that age-prionty-basggendence and memoryless assumptions) does not represent

bursty arrivals which is more common in communication net-
works [17]. Moreover, because simultaneous arrivals in buffers
Manuscript received June 29, 1999; approved by IEEE/AGMNBACTIONS — result in bursty traffic, we expect our store-and-forward model
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Node n outgoing links. Twin packetsor packets with equal age, are
L randomly sorted.) When a packet set of preferred outgoing
Traffic extractor  Rx buffers  Switching fabric  Tx buffers links overlaps with one or more younger packets sets of
preferred outgoing links, theontention resolution algorithm
described below is invoked. Otherwise, an outgoing link is
randomly selected out of the set of preferred outgoing links
and the packet is switched to the corresponding transmit
Tem e R R e T P . buffer. Once all packets with nonempty set of preferred
outgoing links have been serviced, packets with an empty
set of preferred outgoing links are randomly assigned an
o outgoing link from the unselected outgoing links.

The contention resolution algorithnis applied every time
the packet being mapped from receive to transmit buffers (also
called the contending packet) has its set of preferred outgoing
Fig. 1. Node model. links overlapping with one or more younger packet’s preferred

outgoing links. The algorithm consists of first creating a deflec-
buffers; and Section V, where we compare our models to simibn set composed of outgoing links preferred by the contending
lation. packet and by the least number of younger packet(s). Then, an
outgoing link is randomly selected out of the deflection set and
II. NETWORK MODEL assigned to the contending packet.

1]
>
1]

Local Station

For each model, a network consists of a set of nodes ¢
nected by zero delay links. As shown in Fig. 1, each no
consists of a traffic extractor, receive buffers (Rx buffers, ~For expository convenience, we have included in Table | the
tagged 1 tod:), a switching fabric, andis transmit buffers nomenclature of parameters used here. For any npade con-

(Tx buffers, tagged 1 td<). The traffic extractor diverts transit Sider packet;, also denoted byd.., a. }, of destination node,
packets which arrive at destination to the local station, $#1d agez.. To calculate the probability;, ; (d.; a. + 1) that
these packets never occupy the receive buffers. The switchRfket{d., a. } leavesnoden on link I, in the next time slot,
fabric maps packets from receive buffers to transmit buffer&e first evaluate the probability that a packet destined to node
Depending on the model, buffer size ranges from 1 to infinitgl= Of agea. exits on linki; in the next time slot, conditioned
Time is slotted and synchronized so that all nodes receive d@ithe event that packets are present in nodeeceive buffers
transmit packets simultaneously. Each time slot is decompogd&gpresented byz). Then, applying the total probability the-

in two phases: a switching phase (packet switched from R&EM we obtain

buffers to Tx buffers), and a transmit phase (packets sent from_

é' Steady-State Probabilities

Tx buffers to Rx buffers). P, (doiae +1)
Attached to each node is a local station which can accept 4, Packet{d., a.}
up to d’, packets in the same time slot. Packet generation fol- = Z Z Pr | exits on linkl,, Ey | pn(Ex)
lows a Bernoulli process defined by the probabilities the local k=1 Ay, Di, La in next time slot
station creates a packet to destination nodes in the next time slot (2)
(geometric inter-departure times). Transit packets (packets for-
warded by neighboring nodes) have priority over local packethere A, = {ai, a2, ..., az, ..., ax} represents all
(packets created by the local station). So, alocal packet can eR@fket age combination®y, = {di, dz, ..., ds, ..., di}
noden Rx buffer only when strictly less thatj, transit packets represents all  packet destination combinations, and
enter noder; otherwise the local packet is blocked for buffer£x = {1, {2, ..., Iz, ..., Ix} represents all packet in-
less models, or queued (in the local Tx buffer tagged 0) for ti§&Ming link combinations.
other models. We compute the conditional probability in (1) by con-
structing the recursive functio$®(j|P;, ..., Pz, ..., Pr)
. DEFLECTION MODEL forj = 1,2, ..., z. Qualitatively, forj < x, the function

) _ computes the product of the probabilities that packets older

A. Routing Algorithm than packet{d,., a,} (packets indexed to = — 1) are not

The switching fabric associates every received packassigned outgoing link., multiplied by the probability packet
with a set of preferred outgoing links based on the shortesis assigned outgoing link..
path [13] to the desired destination. The set of preferredMore precisely, let node receive buffers be occupied by
outgoing links is empty when all outgoing links resul&: packets {di, a1}, {ds, a2}, ..., {ds, as}, ..., {dg, ar}
in the same path length. The rule used by the switchingth respective set of preferred outgoing links
fabric to map packets from receive to transmit buffers By, P>, ..., P, and such that the age of these packets
age-priority based (the age of a packet corresponds to #re sorted with {d;, a1} being the oldest packet, i.e.,
number of time slots it has been circulated): first choice i, > a2 > -+ > a; > .-+ > a. Also, define for each
given to the oldest packet with a nonempty set of preferrgicket j, D; as the deflection set (set of outgoing links
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TABLE |

NOMENCLATURE OF PARAMETERS USED IN THE DEFLECTION-ROUTING
MODEL FOR STEADY-STATE PROBABILITIES

N

Total number of nodes.

{dj,a;}

7** packet in node n receive buffer,
of destination node d; and age a;.

P;;,l (d;a)

Probability packet {d,a} arrives to
node n on link { in the next time slot.
% 0(d; a) is the probability node n
local packet destined to node d has

been queued a time slots before
entering an Rx buffer in next time
slot.)

Pn(Ex)

Probability that only {d;, a1}, {d2, a2},
..., {dk,ar} entered node n Rx buffers.

pn(sko)

Probability node n creates kg packets
in the next time slot. (ko € {0,1},

PalSko=1) = Y5 bl o(d; 0)).

pn,O(B:)

Probability that node n has s packets
queued in its local buffer.

po(d;a;j)

Probability that packet {d,a} is
queued at position j of size s local
buffer in node n. (p}, o(d; a;1) =
Pho(d;a))

po(d;a+1)

Probability that packet {d,a} leaves
node n on link ! in the next time
slot. (p%,;(n;a) =0.)

A

Age bound. p;, (d;a) = pj, (dia) =0
fora > A.

Ay

All (k - 1) sets spanning over {0,1, ...,
A —1}. If all receive buffers are
occupied, or the test packet {d;,a,}
has age 0, then A;. spans over {1, ...,
A-1}.

All (k — 1) sets spanning over {0,1,...,
N —1}, excluding node n.

All k-subsets of the d;,-set {1,2,..,
dn}.

Packet {d;,a;} set of preferred
outgoing links.

Packet {d;,a;} set of preferred
outgoing links not selected by older
packets, and preferred by the least
number of younger packets. Referred
as packet {d;,a;} deflection set.

Packet {d;,a;} set of preferred
outgoing links not selected by older
packets, and not preferred by younger
packets.

5 (51Pjs -,
Pr)

Product of the probabilities packets
{e;,d;}, ..., {ak,dx} do not

select outgoing link I, times the
probability test packet {az,d;}
selects outgoing link I, when a; >
Ajp1ee > Qg > .o > Q.

also preferred by younger packets), adg as the set
of outgoing links preferred by packef but not any
younger packets. Assuming packet arrivals to the same "
node are independent of one another and of the state

765

of neighboring nodes (independence and memoryless
assumptions), for; = 1,2,...,z — 1 we define the
function S*(§|P,, ..., Pz, ..., Px) to be equal to

(S*(j 4+ 1Pjt1, -..) it (P; =)

or (CJ#Q/\ZJ;¢CJ),

@ -1/ |
Sx(j+1|rpj+1, ) if leCj,

[D;]-1

> -/, o
t=1
S* (j+1|Phyy, ...) if C;=D Al €Dy,

|D;|

>_1/1Dj]
t=1

[ ST+ 1P, )

if C;=3NIl, ¢D;.

That is, if packet{d,, a;} has an empty set of preferred
outgoing links (caseP; = <), we set to one its probability
of not being assigned link, prior to packet{d,, a,} being
assigned a link (packets with empty set of preferred outgoing
links are assigned an outgoing link last). Note that if packet
{d., a.} also has an empty set of preferred outgoing links,
in effect, we defer calculating the probability that packet
{d;, a;} is not assigned link,. until we calculate the prob-
ability that packet{d,, a,} is assigned linkl, (see below,
case;j = «). When C; is not empty and does not contain
l (caseC; # DN, ¢ C;), the probability packe{d;, a,}

is not assigned link,, is also one. IfC; contains/, (case

l, € C;), the probability packe{d;, a;} is not assigned,,

is one minus the probability to randomly choose lihkin

C;. When C; is empty, we follow the contention resolution
algorithm and construct the deflection $84. If D; contains

. (caseC; = D Al € Dj), the probability packe{d;, a,}

is not assigned,. is one minus the probability to randomly
choose linki, in D;. Since this assignment is random and
changes the set of preferred outgoing links of one or more
younger packets (of indices-j), we must sum over all
possible ways that packdil;, «;} is not assigned link,
(|D;| — 1 possibilities). Similarly, if D; does not contairi,
(caseC; = @ Al, ¢ D;), because the random assignment
of an outgoing link in D; changes the set of preferred
outgoing links of one or more younger packets, we must
sum over all possible ways that packet;, «;} is assigned

a link in D; (|D;| possibilities). The variable represents
packet {d,, a;} outgoing link assignment (théth element

in D;). It is also used to indicate that one or more younger
packets have its set of preferred outgoing links changed by
packet{d;, «;} assignment:

P if P, N {the t**element
Pt _ in DJ} = ®’
) P\ {thet”

element inD;} otherwise.
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Whenj = z, the recursive function stops with the expressiorepresents all possible destination values the local packet can

S*(z|Ps, ..., Px) given by have.

(1/|C,] it cC The first tgrm of (4) represents the probabifitpackets enter
1/|D"” |’ i C“i _ é’M cD n.o.den receive puffers. The sepond term represents the proba-
1/(u “’_’O ) ¥ ¥ w? b||_|ty the remainingd’, — k recelv_e_buffers are empty. And the

10, |1 ¥ ©) third term represents th_e probabl_hty nodeloes not generate a
H (1= 1/(u—1), if Po=o local packet. Note that if all receive buffers are full £ d),
pin ’ * ’ the second and third terms are removed (recall transit packets
L 0, otherwise, have priority over local packets). Also, if a local packet is re-

ceived @y € [1, k]|i; = 0), the third term is removed.

When a finite input buffer is used, we must derive the steady-
state probabilities associated with buffered local packets. Only
P, 0(d; 0), the probability that node local station transmits a

{ae, da}. i i :
e . _ new packet, ang, (n), the probability exactlyl’, transit packets
In (3), whenC,, is nonempty and contairg (casel, € C..), enter nodes are needed.

the probability that,, is assigned to packétl.., a, } is one over : . .
the size of se€’, (random assignment). Whén, is empty and ne\>/<\:etir(‘jneeﬂ2|?3ttrt])§ probability node createsk, packets in the

the deflection seD,, containsl,, the probability thaf,. is as-

where 1 is the number of outgoing links not assigned to
packets older thafa,., d. }, andO, is the number of packets
with an empty set of preferred outgoing links and older tha

signed to packeftd,,, a,} is one over the size of sél,, (random 1— Zp;,o(d% 0), ifky=0
assignment). WheR,. is empty (casé®, = ), the probability deD

link [, is assigned to packétl,, a. } is the probability that the P (S ) = ; : . _ (5)
O, packets with empty set of preferred outgoing links and older  (5) an o{d; 0 if ko =1

than packetd.., ..} are not assigned to link, times the prob- SED olse

ability packet{d,,, a,} is assigned link,,, randomly selected
out of thew — O, remaining links. whereD = {0, 1, ..., N — 1} \ {n}.

So, assuming packet arrivals to receive buffers are indepenNext, we consider the phase where local packets enter the
dent of one another, and of the state of neighboring nodes (inttszal buffer. During this phase, the evolution of the local buffer
pendence and memoryless assumptions), the conditional praépends upon the local station
ability in (1) is S*(1|P1, P2, ..., Pey ..., Pr). When twin
packets are present, to calculate the conditional probability in Pn,o(Bs) =

(1), we calculates®(1|Py, Pz, ..., Py, ..., Pi) for each twin Pn,0 (Bs—1) Pn (Sko=1) )

packet permutation, and take the average (twin packets are ran- +Pn,0(Bs), if s = Bg

domly sorted). Pn,0 (Bs—1) Pr (Sko=1) ' (6)

{ To gf:omput{e the} secor{1d ter:rn of (1), let dpackets +pn,0(Bs)prn (Sko=0), 1f Br >s>0
di,ar}, ..., {d,, ay}, ..., {dy, ar} arrive to node n .

Ly ML 2 L i I ? LRy TR . - Bs n S —0), fs=0

receive buffers from respective input linkg,, o, ..., Ix}. Pn,0(Bs)pn (Sko=0) s

Then, assuming packet arrivals to the same node are indepehere B, is the maximum local buffer size.
dent, the probability that only this combination bfpackets ~ To account for local packet arrivals, for the phase where local

enter noder Rx buffers is packets enter the local buffer, the queued packets are updated as
X follows:
W) = [[lpil,lj(djv a;) P, olds a; ) =
L Ula=j = 1)pn,o(Bs-1)pi, o(d; 0)
I (1= 3 s (@ a) +5,, o(ds a3 3) + P50 (ds a3 5)pn(Sko=1), if 5= By
= AL Dy £ Ula =3 — 1)pn,o(Bs1)p}, o(d; 0)
415, o(d; a5 5)pn(Sky=0)
1- 3 b o(dia) ) +p5 o (d; @ §)pn(Sko=1), if s < By
A1, Dy (7)
where A;, = {aj, 1, az+2, N ad } represents alfdi, — k) whereU(true) = 1 andU(false) = 0. Note,p;, o(d; a; j) =0
sets such that? € {1, . “1yforj e [k+1,d] ifj>s
Dy = {dk+17 Ao - d .} represents all(d’, — k) So the probability for the local Tx buffer to send a local packet
sets such thatd; e {0 i,...,N — 1} \ {n} for tonoden Rxbuffersis
Jj e k+1, dz] Ly {lHl, l,t+2, ..., I } represents
all (d, — k) permutatlons ofl, 2, ..., diW\{l1, Iy, ..., 1} P, o(d; @) an old; a; 1). (8)
A = {0,1,..., A — 1} represents all possible age values
the local packet can be (when there is no input buffer, the During the phase where local packets depart from the local
only possible value is 0). An®; = {0, 1, ..., N — 1}\{n} buffers, we know that packets can leave the local buffer only if
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<d! transit packets are received. So, for the finite buffer casayent-driven simulations. Lastly, to achieve additional speed-up,

the local buffer evolves as follows: we always use the most recently updated receive buffers.
Pn.o(Bs) = _ IV. STORE-AND-FORWARD MODEL
P, o(Bs)pe(n), ts=Br A. Routing Algorithm
Pn,0(Bs)ps(n) . . L . .
P, 0(Bai1)(1 — pu(n)), it B, >s5>0 As with the deflection model, the switching fabric as:'somgtes
. every received packet with a set of preferred outgoing links
Pn,0(Bs) + Pn,0o(Bs1)(1 — py(n)), i s =0. based on the shortest path [13] to the desired destination. The
9  rule used by the switching fabric to map packets from receive to
transmit buffers is also age-priority based. Packets are sorted
And the queued packets become by decreasing age order (twin packets are randomly sorted),
starting with the oldest packet, an outgoing link is randomly se-
Pn,old; a; j) = lected out of its set of preferred outgoing links and the packet
vy, old; a; 3)pe(n), if s =By, is switched to the corresponding transmit buffer. If the selected
s o transmit buffer is full (finite buffer model), the packet is blocked
pn,O(d7 a; J)pb(n) (10) and lost

+p5¥0(ds a; 5)(L = po(n)), if s<Bp.
B. Steady-State Probabilities

For expository convenience, we have included in Table Il the
C. Model Implementation nomenclature of parameters used here. In the following, we do
not repeat the derivation of the steady-state probabilities asso-
'&3ted with buffered local packetyi] o(d; a) andp, o(Bs)]
since it has been done in the deflection model section (Sec-

To model infinite input buffers we sd8, to a “large” value.

Our model can accommodate arbitrary network architectu
and traffic patterns. Its inputs are thetwork connectivity ma-
trix, traffic pattern preferred outgoing links matrjxhe speci- tion 111-B)
fied accuracyand theinput buffer length '

. : ... ._To calculate the output probabilitieg ,’s, let & packets ar-
As mentioned, evaluation of the steady-state probabllltlesri\s/e to noden at the beginning of a time slot. Define theke

iterative. At each iteration, using (1), we compute the outp -
probabilities for every node. Then, we set the input probabiIitiggﬁﬁgg\%ﬂiﬁuﬁ;ﬁkﬁ% gg’ l - {dw ’l af}::Sduﬁsn;n;Zgleeltr
to the respective output probabilities of the connected nod Lo "2 0 Ok

i X X . . &tivals to the same node are independent, the probability this
(nOd?” IS gonrlecteq tq nelghbor_lng nodevia output link combination oft packets enter node Rx buffers is [as in (4)]
[ or input link [) while incrementing packet age. Once the
change in link utilizations from one iteration to the next is k
less than the specified accuragythe iteration stops and we pn(Ey) = Hp; 1 (djy ay)
declare convergence to be reached. Furthermore, to reduce j=1 T

the total number of operations, we only consider packets with &
nonnull stategéihl(d; a) > 0). Hence, (1) summation over all . H 1— Z i e (45, at)
possible packet age, destination and incoming link is reduced o L NTIT

: i . . . e =k+1 AL Dy L
to a summation over all combinations of incoming packets with

nonnull states. This is achieved by incorporating event-driven i
simulation techniques to our model implementation: an event o Z Pn,o(d: a)
queue to schedule packet departures, and link-lists to keep track AL D1
of packets with nonnull states. . . .

To describe the steps followed in our model implementatioW €€ AL = 105415 Ghyas -

11)

, a’; t represents al{d;, — k)

we consider a node with nonempty receive buffers at iterati§fts such that; € {1,..., A — 1} for j € [k + 1, d].

t. Then, using (1), we compute the probabilipy)for eachre- Pi = {dij1, diyss .-, d } represents all(d, — k)
ceived packet to enter every neighboring node in the next itéets such thatd; € {0, 1,...,N — 1} \ {n} for
ation. Next, we send the received packets to every neighboringe [k + 1, dp]- £ = {li41, liyas -+, I3 } represents
node for whichp® is nonzero. In other words, our model allowsall (d¢, — k) permutations of 1, 2, ..., d\ }\{i1, lo, ..., I}

for a packet with multiple preferred outgoing links to be for:A; = {0, 1, ..., A — 1} represents all possible age values

warded to more than one neighboring node at the next iteratitre local packet can be (when there is no input buffer, the
(contending packets permitting). Consequently, more than ooy possible value is 0). An@®; = {0, 1, ..., N — 1}\{n}
packet may enter the same receive buffer during the same tirepresents all possible destination values the local packet can
slot, and each such packet represents a possible outcome. WHaere.

using (1) to compute the output probabilities, we limit the set Next, assuming selection of an outgoing link from the set
of combinations 4;., £, andD;,) to the packets in the receiveof preferred outgoing links is random and independent of Tx
buffers. To apply these steps to all nodes, we use an event quéudfer states, we calculate the probability givBp that exactly
equivalent to the one used for scheduling packet departureg:jnpackets, taken from the packets in the receive buffer and
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TABLE I Next, we calculate the probability output buffgr > 0 is of
NOMENCLATURE OF PARAMETERS USED IN THE STORE-AND-FORWARD

MODEL FOR STEADY-STATE PROBABILITIES lengths after switching packets from nodeRx buffers to node
n TX buffers:
N Total number of nodes.
{d;,a;} jt* packet in node n receive buffer, of Pn, 1. (Bs)
destination node d; and age a;. d
Pn(d;ia) Probability packet {d,a} arrives to Z Z Pn, 1, (Bu)pn (Sk,), if s=DBrp
node 7 on link [ in the next time slot. _ ) ke=O0u=Br—k,
(9}, ,0(d;0) is the probability node n min(s, dZ, )
creates a local packet destined to Z Pty (Bs—k,)Pn (Sk,), else
node d.)
pp(d;a + 1) | Probability packet {d,a} leaves (14)
node n on link [ in the next time slot. _ ) ) )
(2 (n;a) =0.) where By is the transmit buffer maximum size. Note that we
n I\ : R .. .
Pu(Er) Probability that only {d1, a1}, 2, a2}, calculate this probability by decreasingrder.

After switching packets from nodeRx buffers to node: Tx

t d buffers.
»{dk, ai} entered node n Rx buffers buffers, probabilities of packets arriving or queued in Tx buffer

Pa(Sk;) E;Z:?lrl[l\iyblszzﬁets are switched to x are updated as follows,( > 0):

Pni(Bs) Probability node n Tx buffer { has s o (d; a; j)
queued packets. ,

pn(d;a;5) | Probability packet {d;a} is queued Z Z i,
at gosition j of size s buffer / in i "
node n

A Age bound. p? ,(d;a) = p} (d;a) =0 Z Pr (S| i) P(Er)
for a > A. ’ ’ f(u’J)

A All (k — 1) sets spanning over {0, 1, ..., .
A—(l}. Ifallreceivebuﬁersari +Z Z Phi (s @ g), s =By
occupied, or the test packet {dz,a;} — Fe=Ou=Dr =k
has age 0, then A spans over {1,..., min(s, d},)

A-1}. P (Sk,) Z Dn, 1, (Bs—t,)

Dy All (k — 1) sets spanning over {0, 1, ..., kp=s—j+1
N — 1}, excluding node n. Z Pn (Sk, | Ex) pr(Ex)

Ly All k-subsets of the d}-set {1,2,..., f(s )
dp}-

P; Packet {d;,a;} set of preferred + Zp (d; a; j)pn (Sk,), else
outgoing links. ( .

(15)

comblned in decreasing age order, are switched to output buff&fo e the summation ovefi(u, j) represents the summation

(5 by = k) over all E;, (combination of incoming packets) as_ (subset

k. hy of incoming packets switched tg) that contains packets of age
 (Sk, | Ex) = H H < P ) (12) o—u, of destination/, and of positiory —u in the ordered se;,,
Z:l j=1

(decreasing age order). Note thgft, (d; a; j) = 0if j > w.

. o Finally, the probability for a packet to exit noadeTx buffer
where?;, « € [1, k] represents the sets of outgoing links Pre5fter switching packets from Rx buffers to Tx buffers is
ferred by thek,, packetsP;, ¢ € [1, k — k.| represents the sets

of outgoing links preferred by the — k.. packets, and
ot (d @) = D prg,(dsa; 1),
L _ YR PO A0 P ) = 3 pho (i 1)
PR 0 else.
To calculate the probability:,, packets are switched to Tx

(16)

After packet departure from Tx buffers, we remove level 1 of
Tx buffers, so the buffer and queued packet probabilities evolve

buffer z, we apply the total probability theorem as follows:
= pn,l(Bs) = pn,l(BO) +pn,l(Bl)7 if s=0
) =2 u (Sk. | Ex) pal(Er) (13) ,
k=0 E pn,l(Bs—l) :pn,l(Bs)a if BT >s5>0 (17)
where the summation ovéf;, represents all possible sikesets Pn, I(B )=0, if s = Br
of incoming packets. P (dsas i — 1) =ps , (da; ), ifj>1
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C. Model Implementation (statistics associated with the first 50 000 departures were dis-
The implementation of the store-and-forward routing mod&ggarded). The resulting performance parameters were averaged

is very similar to the one for the deflection model. The sanfver the ten replications and a 95% confidence interval (interval
inputs are used, multiplication of packets faced with more th&feund the sample mean that captures 95% of the samples) was

one preferred outgoing link also occurs, and an event queu&fstructed by assuming the normalized error o @istributed

used to schedule departures of packets with nonnull states. [33].

As with the deflection model, we use an iterative procedure _
to solve for the output probabilities and the buffer state prob8: Performance Metrics
bilities. Consider a node with receive buffers of nonzero stateFrom the steady-state probabilities, we derived the following
probabilities p,, ((B,) # 0] at iterationt. In the first phase of performance metrics: the blocking probability (the proba-
our implementation, we extract all possible combinatiéhf bility that a packet fails to arrive at its destination), the delay
packets located in the receive buffers and the bottom-most lodatribution i, (a) (the probability that a packet arrives to its
Tx buffer [p,(Ex) # 0 andk < d']. Then, for each such com- destination node iru hops), the mean delay,, the buffer
bination, we calculate alt,-subsets ok}, (notedSy, ) that can queue length distributioh(s), the mean buffer queue length
be switched to outgoing link, [p. (S, |Ex) # 0]. Each packet n,(n, [), the outgoing link utilizationU2(1) (the probability
within Sy is assigned the state probability( S, | Ex)pn(£%). that a packeexitsnoden on link I in the next time slot), the
After sorting the packets %, by descending age order, weincoming link utilizationU? ({) (the probability that a packet
combine them with Tx buffer: states (buffers of size rangingentersnoden on link [ in the next time slot), the outgoing
from O to B, where each size represents a possible outconpaglcket rateR? (the number of packetsxiting node in the
and update the buffer and packet probabilities following (14)ext time slot), and the incoming packet rdtg (the number
and (15). While repeating this procedure for each combinatioh packetsenteringnode » in the next time slot). They are
L, we updatep, (n). At the end of iteratiort, we forward all summarized as follows:
packets in the bottom-most level of the Tx buffers to their neigh-

boring nodes, and we remove the bottom-most level of all Tx Z Z ZPZ,:(”; a)
buffers (so that output probabilities become input probabilities pp=1— -2 Lo (18)
of neighboring nodes). Z Zpiuo(d? 0)
Because departure of packets from the local Tx buffers de- nd
pends on transit papkgts, we_hanQIe the local Tx buffe.rs dif- ZZPZ,I(W a)
ferently. At the beginning of iteration, before constructing w3
E3's, we update the local Tx buffer to account for the local sta- ha(a) = Z Z Z i (n, a) (19)
tion following (7) and (6). And when a new packet is created e Pn, A1
(pn(Sk,=1) > 0), we append it to the local Tx buffer states
(buffers of size ranging from 0 td®, where each size repre- Ha = Zahs(a) (20)
sents a possible outcome). Finally, the last operation during it- “
erationt consists of updating the local Tx buffer to account for hs(n, 1, 8) =pn,i(Bs) (21)
local packet departure (bottom-most level is removed) and local ps(n, 1) = ZShs(S) (22)
packet queueing (the age of all buffered packets is incremented s
by one) as shown in (10) and (9). Up() =>_3 "5 i(d;a) (23)
d a
V. COMPARISON TOSIMULATION Ui () = Z Zpiul(d? a) (24)
In this section, we compare our models to simulation for a d @
few traffic patterns and network topologies. We begin by intro- R = Z u:(l) (25)
ducing the simulation model (Section V), the performance met- l
rics (Section V-B), and the multihop networks under test (Sec- R = Z Ui(l). (26)
4

tion V-C). Then, in the remaining sections, we make the com-
parison for uniform traffic (Section V-D), single node accumu-

lation traffic (Section V-E), and random traffic (Section V-F). ~ T0 compare model and simulation for all parameters but delay
and queue length distributions, we used the 95% confidence in-

A. Simulation Model terval. For the delay and queue length distributions, we calcu-

. . . lated the relative errof defined b
We developed an event-driven simulator that implements y

our network model (presented in Section 1), with either the (i) — fz(i)|
deflection-routing algorithm (presented in Section Ill) or the E(h) =100 Z —
store-and-forward routing algorithm (presented in Section V). 3,h(3)£0 nh(i)

As with the models, we used geometric distributions to generate

interdeparture times. whereh is the distribution derived from simulation (histogram

For each traffic and network type, the simulation results weeweraged over each simulation replication), arisithe number
estimated from ten independent runs of 200 000 departures eatterms in the summation.
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@ (b)

Fig. 3. Definition of connected neighbors. (a) Manhattan Street Network and
Toroidal Mesh Network. (b) ShuffleNet Network.

For both the Manhattan Street Network and the Toroidal
Mesh Network, neighboring nodes are defined by (see Fig. 3)

n=rC+c
t=(r—1modR)C+c¢c
j=rC+(c—1mod ()

° 0 ° k=(r+1lmod R)C +c¢

l=7rC+ (¢c+ 1modC).
3x3 TMN
In addition, for the Manhattan Street Network, the direction of

Fig. 2. Example of a 4« 4 Manhattan Street Network, 233 Toroidal Mesh connections is defined by
Network, and a (2, 2) ShuffleNet Network. ]
n—1 ifemod2=1
C. Networks Under Test n— k if cmod2 =0
n—j ifrmod2=1

To compare our models to simulation, we use the Manhattan n—1 ifrmod2=o0.

Street Network [38], the Toroidal Mesh Network [7], and th .
ShuffleNet Network [1] (see Fig. 2). ?/dvrf\.ere;Efor th@::’- k)SShuferNet Network, adjacent nodes are
gfined by (see Fig. 3)

The Manhattan Street Network is a degree 2 directed mes
connected network, with its links resembling the one-way , —:R+r
streets and avenues of Manhattan (even number of rows and (i + p(r mod p*~1)
columns). The Toroidal Mesh Network is a degree 4 network, n; = +(c+ 1)R) mod R, fe=C—1
similar to the Manhattan Street Network except that all its
links are bidirectional. And the€p, k) ShuffleNet Network
is a degreep unidirectional cylindrically connected Omega
network. D. Uniform Traffic

The diameters (longest distance between two nodes) &f an With uniform traffic, all nodes within the network transmit
rows byC columns & x C) Manhattan Street Networld},,), packets to all other nodes with the same probability. And when
R x C Toroidal Mesh Network D;), andp* x k(p, k) Shuf- applied to symmetric networks, uniform traffic allows us to re-
fleNet Network ;) are ([11], [55], [2], respectively) duce our models to the analysis of steady-state probabilities for

; o a single node (say node 0). As shown in Fig. 4, this is done with
C/2+E[2+1, if Emodd =0A the relabeling operatag,,(d) [38] which maps packets exiting

i+ p(rmodp* 1) 4+ (c+ 1R, else.

D, = Cmod4 =0 i ) . ) I
CJ2+R/2 else node 0 and entering node at iterationt¢ (identified in terms
D —(C—1)/2 }2 e of agea, destinationd, and output probability) into packets
1 =(C-1)/2+(R-1)/ entering node 0 from nodg,,(0) at iterationt + 1 [of age in-
Dy =2C—1. cremented by one and destination transformed by the relabeling
Note that because our models implementations are mdepgﬁgratoar(d)].

. . . Using the coordinate systems defined in Fig. 4, let
dent of network topologies, our haming convention of node . :
= (rq, ¢q) andn = (r,, ¢,) in coordinate systert0, r, ¢).

does not necessgr!ly take advgntage of topology sy.mmetrurﬁ.e operatorR,,(d) maps the coordinates af from (0, r, ¢)

However, our definitions for adjacent nodes are equivalent o(n ') as follows:

the ones described in [38] for the Manhattan Street Networtlg, R '

[7] for the Toroidal Mesh Network, and [1] for the ShuffleNet {7{1 = (rq — ) cos(0) + (cqg — ¢n)sin(f) mod R
&)

Network. = (1 — ) sin(8) + (cy — cn) cos(B)mod C. 27
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c . .
Freq (gfﬁﬁ‘fﬁi?‘:o ) Freq (gfrfig‘,:gig?o )
0.175 0.175
0.15 0.15
0.125 0.125
0.1 0.1
..... 0.075 0.075
/ 0.05 0.05
(a+l,R“(d),p) @ t+1 0.025 0.025
O3 4 & 8 10 12 14 M9 51 ¢ 8 10 12 14 Mo
@adp) @t
Store-and-Forward
@ Freq (B L=3,B_T=inf)
""" 0.175
0.15
. . . . 0.125]
Fig. 4. Application of the relabeling operator. o
0.075|
0.05
TABLE I 0.025
COMPARISON BETWEEN THE MODELS AND SIMULATION (NUMBERS IN 0 Age

PARENTHESIS WITH95% GONFIDENCE INTERVAL) FOR A8 X 8 MANHATTAN z 4 6 8 1012 14

STREET NETWORK SUBJECT TO THEUNIFORM TRAFFIC PATTERN. (ps:
BLOCKING PROBABILITY, 1. MEAN DELAY, LOCAL p.: MEAN QUEUE Fig. 5. Delay histograms for a8 8 Manhattan Street Network subject to the
LENGTH OF THELOCAL Tx BUFFER TRANSIT . MEAN QUEUE LENGTH OF  uniform traffic pattern (continuous: model, dashed: simulation).
THE TRANSIT TX BUFFERS U¢: OUTGOING LINK UTILIZATION)

8x8 MSN Deflection Store-and-Forward
_ (B_L=3,B_T=0) {B_L=3,B_T=inf)
Deflection Store-and-Forward Freq Local Buffer Freq Transit Buffer
B =0, B =3, B =3, 1 3
Br=0 Br=0 Br =00 0.8 0.8
Po 0.020 <10°° <107° 0.6 0.6
(0.020+0.001) | (0) (0) o od
Ua 5.585 5.621 5.312 ) ’
(5.590:0.007) | (5.630+0.004) | (5.327+0.002) 0.2 0.2 —
Local | NA 0.064 0.064 o5 ———pracket 0 - ————pPacket
s (0.065+0.001) | (0.064+0.001)
Transit [ NA NA 0.167 Fig. 6. Queue length histograms forg8 Manhattan Street Network subject
s (0.1674-0.002) to the uniform traffic pattern (continuous: model, dashed: simulation).
S 0.172 0.176 0.158
(0.175-0.003) | (0.176+0.002) | (0.1604-0.002)

in delay and link utilization. Since with store-and-forward
routing, the penalty for conflicting packets is queueing (mean
For the Toroidal Mesh Network = 0, and for the Manhattan duéue length is 0.167) as opposed to deflection (maximum
Street Network# is defined as follows: penalty of four hops for the Manhattan Street Network [38])
delay is noticeable lower for the store-and-forward routing.

0 if 7, mod2=0Ac, mod2 =20
g m/2 ifrumod2=0nc,mod2=1 o E. Single Node Accumulation
T if r, mod2=1Ac¢c, mod2 =1 . . .
31/2 if r, mod2 =1 A ¢, mod2 = 0. The single node accumulation traffic pattern corresponds to

all but one node transmit to the same node at a rat¢@¥y —1).

The network tested was ax8 Manhattan Street Network This traffic pattern corresponds to the scenario where all nodes
where each of the local stations transmitted packets with praif-a multiprocessor system send messages to a single node, as
ability 63/1000. In Table Ill, we compare the models and thieund in applications such as relaxation iterations [6]. The net-
simulation blocking probability, mean delays, and outgoing linkork tested was a @ 11 Toroidal Mesh Network, and the node
utilization. In Fig. 5 we compare the models and the simulatiaccumulation was node 49.
delay histograms (relative error ef5% for each histogram), In Table IV, we compare the models and the simulations
and in Fig. 6 we compare the models and the simulation queniecking probability, mean queue lengths, mean delay, and
length histograms (relative erroz1% for the local queue outgoing link utilization. For the blocking probability, our
length and12% for the transit queue length). We found goodnodels predict values less than the convergence bounet6f
agreement between the model and simulation. Note that for {fog below the model accuracy), which is consistent with our
buffered deflection model and the store-and-forward model, teenulation results. For the local mean queue length, all queues
blocking probability ;) calculated with our model is less tharhad the same value so we used node 0. For the transit mean
the convergence bound v®—¢ (or below the model accuracy), queue length, we considered the queue with largest value (node
which is consistent with our simulation results where packe®®, out going link 2). In Fig. 7, we compare the models and the
were never blocked. simulation delay histograms (relative error 6% for each

As noted in [49], addition of input buffers to deflectionhistogram). In Fig. 8, we show the queue length histogram of
routing significantly improves blocking at a negligible penaltpode 50, outgoing link 3 Tx buffer for the store-and-forward
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TABLE IV Store-and-Forward
{B_L=3,B_T=inf)
COMPARISON BETWEEN THE MODELS AND SIMULATION (NUMBERS Freq Transit Buffer
IN PARENTHESIS WITH 95% CONFIDENCE INTERVAL) FOR A9 x 11 1
TOROIDAL MESHNETWORK SUBJECT TO THESINGLE NODE ACCUMULATION
TRAFFIC PATTERN. (p;: BLOCKING PROBABILITY, ,: MEAN DELAY, 0.8
LOCAL max pts: MAX MEAN QUEUE LENGTH OF LOCAL Tx BUFFERS ’
TRANSIT max tts: MAX MEAN QUEUE LENGTH OF TRANSIT TX BUFFERS 0.6
max U°: MAX OUTGOING LINK UTILIZATION .) :
0.4
9x11 TMN
Deflection Store-and-Forward 0.2
Br =0, Bp =3, B =3,
BT =0 BT =0 BT =00 0 0 1 ) 3 Packet
Po <107® <107° <10°°
(0) (0) (0) Fig. 8. Queue length histograms for 911 Toroidal Mesh Network subject
e 5977 5.977 5163 to thle t‘single-node accumulation traffic pattern (continuous: model, dashed:
(5.300-£0.007) | (5.298+0.004) | (5.169:-0.006) simulation).
Local NA 0.010 0.010
Ls {0.010+0.001) | (0.010:+0.001)
Transit | NA NA 0.305
s (0.3104:0.001)
i1 0.278 0.278 0.281
(0.27740.001) | (0.2784-0.001) | (0.282+0.001)
Freq &fﬁl‘é?ﬁi%’;o ) Freq ([B)iflg?ﬁi%:o )
0.175 e 0.175 [ Fig. 9. Outgoing and incoming packet rate for axd11 Toroidal Mesh
0.15 0.15 - Network subject to single-node accumulation traffic pattern (same results for
0.125 0.125 deflection and store-and-forward routing).
0.1 0.1
0.075 0.075 F. Random Traffic
0.05) 0.05 ) )
0.025 0.025 We use a random traffic pattern to confirm our models can
oL o age L e age be used for arbitrary trafflg patterns. T_he random traffic pat-
st 4 a tern was created by assuming each active source sends a packet
Freq ore-an —F(_)gwar R . . . .
(B_L=3,B_T=inf) with probability 1/2, and each source and destination pair to
0.175 ] be active with probability 12/10 000. The network tested was
0.15 a (3, 3) ShuffleNet Network, and our random traffic pattern re-
0.125 sulted with the traffic matrix shown in Table V.
o g;; In Table VI, we compare the model and the simulation mean
0.05 Qelay,_ploc_king probability, mean queue lengths, and outgoing
0.025 link utilization. For the maximum local queue lengths we used

0

ge node 0, and for the maximum transit queue length we used node

48, outgoing link 2. In Fig. 10 we compare the model and the

I 1 I I 0,

Fig. 7. Delay histograms for a % 11 Toroidal Mesh Network subject SI.mU|atlon delay.hISFOQramS (relat|ve eror 220% for each .
to the single node accumulation traffic pattern (continuous: model, dasthstpgram)- And in F'g-.ll we compare. the model and the sim-
simulation). ulation queue length histograms (relative erroref0%). We
found the agreement between the model and simulation to be
not as good as with the previous traffic patterns.

10%). . - . . . .
mod_el (relative error 0F<10%). In Fig. 9, we show the in We found that addition of input buffers to deflection routing
coming and outgoing packet rates for each model. We found . . : S ;

. : improved blocking. Also, we did not find significant differences
good agreement between the model and simulation.

Since no blocking was experienced, the effects of addir\?gxerzzgsgecnon routing with input buffers and store-and-for-

input buffers did not result in any noticeable performance
improvements. Moreover, we did not see noticeable differences
between deflection routing and store-and-forward routing. This
is because with deflection routing the deflection frequency wasin this article, we presented two performance models for
low (maximum deflection probabilityz0.02, with a maximum multihop networks under nonuniform traffic pattern. The
penalty of two hops) and with store-and-forward routing, theodels are a generalization of Greenberg—Goodman and
deflection penalty was also low (maximum mean queue lendgBnassil-Cruz models which were designed specifically for
~0.3). Manhattan Street Networks [20], [8]. Our model, on the

A
2 4 6 8 10 12 14

VI. CONCLUSION
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TABLE V
TRAFFIC MATRIX FOR THE RANDOM TRAFFIC PATTERN
Source | Destinations | Rate
0 44, 61 1/4
16 64 1/2
22 55 1/2
38 30, 57 1/2
46 0 1/2
48 76 1/2
52 64 1/2
57 72 1/2
61 76 1/2
72 54 1/2
77 67 1/2
TABLE VI

COMPARISON BETWEEN THE MODELS AND SIMULATION (NUMBERS IN
PARENTHESIS WITH95% CGONFIDENCE INTERVAL) FOR A (3, 3) SHUFFLENET
NETWORK SUBJECT TO THERANDOM TRAFFIC PATTERN. (ps: BLOCKING
PROBABILITY, ft: MEAN DELAY, LOCAL max t,: MAX MEAN QUEUE
LENGTH OF LOCAL Tx BUFFERS TRANSIT max ft,: MAX MEAN QUEUE
LENGTH OF TRANSIT Tx BUFFERS max U°: MAX OUTGOING LINK

UTILIZATION )
(3,3) SNN
Deflection Store-and-Forward
Br =0, B =3, By =3,
BT =0 BT =0 BT =0
Do 21071 <107% <107®
(2104+4 107%) | (0) {0)
Ha 3.901 3.900 3.957
(3.847+0.003) (3.849+0.003) | (3.970:0.008)
Local NA 0.500 0.500
s (0.502+0.003) | 0.502-0.003)
Transit | NA NA 1.500
Us (1.691+0.032)
1 0.669 0.668 0.833
(0.667+0.003) (0.668+0.002) | (0.834+0.004)
Freq (Bff.lgfgigzo ) Freq (gff,l%?ﬁi%’;o )
0.3 0.3
0.25 0.25
0.2 0.2
0.15 0.15
0.1 0.1
0.05 [' 0.05 17
7 4 ¢ 8 10 "o 2 hge

Store-and-Forward
Freq (p 1,-3,B_T=inf)

0.3

0.2
0.15
0.1
0.05

Age
2 4 6 8 10 9

Fig. 10. Delay histograms for a (3, 3) ShuffleNet Network subject to the

random traffic pattern (continuous: model, dashed: simulation).

773
R
Freq Transit Buffer
0.4 (]
0.3
0.2
0.1
0 0 3 1o Packet
Fig. 11. Queue length histograms for a (3, 3) ShuffleNet Network subject to

the random traffic pattern (continuous: model, dashed: simulation).

other hand, can be applied to an arbitrary network topology
of arbitrary degree. Furthermore, by considering packets
with nonnull states only, our model is computationally more
efficient than Greenberg—Goodman and Brassil-Cruz direct
implementations.

As an application, we compared our models against simula-
tion for a 8 x 8 Manhattan Street Network subject to uniform
traffic, of a 9 x 11 Toroidal Network subject to single node ac-
cumulation traffic, and of a (3, 3) ShuffleNet Network subject
to random traffic. We found the model provides good agreement
with simulation.

By incorporating event-driven simulation methodology and
considering packets with nonnull states only, our model imple-
mentations have an improved time efficiency. For example, with
the 8 x 8 Manhattan Street Network, our model provides sev-
eral orders of magnitude run time improvement over the Green-
berg—Goodman and Brassil-Cruz implementations.
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