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Abstract

Using a simulation model for a benchmark VoIP access
architecture, we investigate the performance issues associ-
ated with mixing real-time voice and congestion-sensitive
data traffic. Arbitration of shared facility is accomplished
via First Come First Serve (FCFS), Strictly Priority (SP),
and Weighted Fair Queuing (WFQ) disciplines. The per-
formance metrics used are facility utilization, transmission
delay, queuing delay and packet loss. Engineering rules
for sizing the network are provided. More specifically, our
results indicate that proper engineering of the queue size
under the SP discipline can prevent any packet loss of voice
traffic; proper setting the weights of the WFQ scheduler can
control the delay for voice traffic; and increasing the queu-
ing delay of the WFQ scheduler can improve the packet loss
rate of data traffic.

1. Introduction

Even though the internet community long-term view is
that real-time voice and video services can be multiplexed
with existing data traffic, Quality of Service (QoS) has not
been considered with the same intensity as by the telecom-
munication community with real-time services on ATM
[2]. Currently in the internet, the dominant standard for
transmitting multimedia in packet-switched networks is the
ITU Recommendation H.323, which does not provide any
QoS guarantees [31]. The IETF has proposed several ser-
vice models and mechanisms to meet the demand for QoS.
Notably among them are the integrated services Resource
Reservation Protocol (RSVP) [6], the Differentiated Ser-
vices (DS) model [5], the Multi-protocol Label Switching
(MPLS) protocol [30], traffic engineering and constraint-
based routing [3, 9].

Mixing real-time traffic like voice (UDP) with bursty,
congestion sensitive traffic (TCP) has potential for creat-
ing performance problems. Real-time traffic not only per-
forms poorly because of delay variations and packet drops,

but also hurts congestion-sensitive traffic when they com-
pete for scarce bandwidth [32, 16]. Traffic self-similarity
has been observed over a wide range of networking con-
texts [20, 10, 29, 34]. From a queueing theory viewpoint,
long-range dependency salient point is that the queue length
distribution decays much more slowly (i.e. polynomially)
when compared to short range dependent traffic sources (i.e.
Poisson with exponential decay). A number of performance
studies have shown that self-similarity has detrimental ef-
fect on network performance, leading to increased packet
loss rate, delay, and a degraded delay-throughput trade-off
relation [1, 15].

We investigate self-similarity impacts on data network
performance, and focus on performance issues associated
with mixing voice and data traffic within the internet. To
do so, we ran simulations with a modified version of ns-
2, a network simulator widely adopted in the network re-
search community [7]. Within the scope of our analysis, we
consider scenarios where carrier grade telecommunication
networks (no silence suppression) use the internet to trans-
port portion of their voice traffic. And we investigate the
impacts of congestion-sensitive traffic on real-time traffic.
To account for the emergence of QoS standards, we allow
for packet classification and bandwidth access arbitration.
Typically, classification and arbitration is most useful at the
network edges where access capacity is a sparse commod-
ity. Whereas within the internet backbone, two opposite
philosophies have been suggested: constrained routes with
resource access arbitration [3, 9], and over engineered best
effort with shortest path based routing [17].

This chapter is composed of the following sections: Sec-
tion 2 where we list properties of self-similar processes and
present the traffic source models. Section 3 where we de-
scribe the queueing discipline used in our simulation model.
And Section 4 where we present our simulation model, en-
gineer our test network, and provide simulation results.
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Model Phase Mean Comment
Web traffic generator [14] 1.2 12 (kB) “object size”

1.2, 1.5 4, 3 “objects per page”
1.5 0.5 (sec) “inter-object”
2 50, 10 (sec) “inter-page”

HTTP reply traces [21] 1.04-1.14 8-10 (kB)
FTP traffic [33] 1.18 80 (kB) Exponential session and

burst inter-arrival time
ns-2 Pareto ON/OFF 1.5 64 (packets) Set in ns-default.tcl
Heavy-tailed traffic [27] 1.05-1.95 4.1 (kB)

Table 1. Published Pareto distribution parameters used in modeling internet data traffic.

2. Traffic models

2.1. Data Source

We model data sources as a packet train generators with
idle time exponentially distributed, and a Pareto distributed
train size (for its self-similar properties[8, 20, 34]).

Pareto distribution is a two parameter distribution (scale
and phase) where the scale specifies the minimum value that
the Pareto random variable can take, and the phase deter-
mines mean and variance. When the phase is less than 2,
the distribution has infinite variance, and if the phase is less
than 1, it has infinite mean and variance.

We chose 1.2 for the phase and 15kB for the mean train
size based on the Pareto distribution parameters listed in Ta-
ble 1. The key parameter being the phase, we made no at-
tempts to distinguish between FTP and HTTP traffic. Trains
are encapsulated in TCP, and inter-train departure time is
the sum of the time needed for TCP to transmit the previous
train plus the exponential idle time. We created a new ns-
2 class which allows for transmission of Pareto distributed
packet trains over a TCP agent.

We use the Reno flavor of TCP to transport our data
source packets, as it is one of the most popular implemen-
tations in the Internet today [28]. We used ns-2.1b7 default
values (window size of 20 packets and initial window size
of 1 packet), and set packet size to 1kB.

Simulation studies for traffic sources with Pareto dis-
tributed packet trains of phase parameter ranging from 1.05
to 1.95 showed that the reliable transmission and flow con-
trol mechanisms of TCP maintain the long-range depen-
dency structure induced by heavy-tailed packet train size
distributions [27, 14]. Hence, we expect these findings to
be equally applicable within our simulation environment.

In order to validate simulation runs, and engineer our
simulated network, we derived expressions for U , the aver-
age facility utilization (of bandwidth Clink) consumed by a
TCP session.

When TCP parameter RTT (Round Trip Time) is larger
than the time required to insert a full window worth of
packets, and no delayed ACK is used (one acknowledgment
packet per successfully transmitted packet), the number of
packets sent per cycle increases in powers of 2 until the
window size W has been reached (assuming the file being
transmitted is larger than the window size). So the number
of packets sent per cycle progresses as follows:

Cycle Packets sent
c0<i<P 2i−1

ci≥P W

where P = �log W/ log 2�. When no packet retransmis-
sion are required (due to packet loss or other transmission
impairment), our expression for the average facility utiliza-
tion becomes:

U ≈ |file size|
nRTT + |idle time| ×

1
Clink

(1)

where n is the number of cycles needed for TCP to transmit
the whole file (i.e. sum of packets sent starting with cycle c1

to cycle cn equals the number of packets needed to transmit
the requested file), and Clink is the facility bandwidth. For
models which account for packet loss, consult [24].

When RTT is smaller than the time required to transmit a
full window worth of packets, and when no retransmission
are required, our expression for the average utilization be-
comes (ignoring the initial cycles where RTT is larger than
the time required to transmit maximum allowed packets):

U ≈ |file size|
|file size|/Cbottleneck + |idle time| ×

1
Clink

where Cbottleneck is the bandwidth of the slowest facility in the
path.

2.2. Voice Source

In circuit switch networks, voice call arrivals are Pois-
son distributed and their holding time is exponentially dis-
tributed [12]. There, traffic engineering of circuit switch
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networks relies on Erlang-B distribution [13]. Therefore
we model voice sources by an M /M /N /N queueing sys-
tem (Poisson arrivals, exponential service time, no wait-
ing room) where N represents the number of voice chan-
nels (for the purpose of our study, assumed to be 64kbps
or DS0). And we use the following parameters: λ the ar-
rival rate, N the number of voice channels, and µ the mean
holding time (fixed to 3 minutes).

ITU standard Data rate
G.711 64kbps
G.721 32kbps
G.728 16kbps
G.729E 11.8kbps
G.729A 8kbps

Table 2. Most popular ITU speech compres-
sion standards together with their data rate.

The media gateway is responsible for conditioning the
audio stream into IP packets prior traversing the internet,
and reconstructing the stream upon exiting the internet. On
the transmit side, the media gateway compresses the au-
dio stream (64kbps PCM to one of the compressed audio
standards listed in Table 2, with or without silence suppres-
sion) into fixed duration compressed speech frames (typi-
cal lengths are 10-50msec), appends to the frames an UDP
header, and transmits them over internet facilities. On
the receiver side, the media gateway reconstructs the com-
pressed audio stream. This activity includes delay jitter re-
moval via a playout buffer [23, 22], decoding compressed
audio, possibly applying a packet loss concealment algo-
rithm, and removing echo.

We model the media gateway as an element which sends
bursts of audio packets at periodic intervals (period equals
to that of the speech frame size). To achieve carrier grade
voice quality, silence suppression is disabled. So within
each burst, the number of transmitted packets equals the
number of active calls. The media gateway part of our voice
source uses the following parameters: speech frame size, IP
payload size, and IP header size (fixed to 40B).

We created a new ns-2 class which allows for transmis-
sion of M /M /N /N distributed call arrivals processed by a
media gateway over a UDP agent.

As we did for the data source, to validate simulation runs
and engineer our simulation network, we derived an expres-
sion for U , the average facility utilization (of bandwidth
Clink) consumed by our traffic source:

U ≈ λµ(1 − pb) × packet size
packetization delay

× 1
Clink

, (2)

where pb is the blocking probability given by the Erlang-B

formula. Note that when N = 1, our traffic source reduces
to an ON/OFF traffic source with exponential ON and OFF
periods.

3. Queueing Disciplines

3.1. First Come First Serve (FCFS) and Strict Pri-
ority (SP)

With First Come First Serve (FCFS), incoming packets
are served in their order of arrival [18]. Such queueing dis-
cipline requires no distinction among packets. Hence no
performance guarantees (delay, loss, bandwidth) can be es-
tablished. Internet networks that use FCFS are often re-
ferred as best effort networks.

When the incoming packets are distinguishable accord-
ing to groups, then priority queueing disciplines are pos-
sible. With Strict Priority (SP), incoming packets within
the strict priority group will always be served before pack-
ets within the low priority group. Hence the longest time a
strict priority packet would be queued equals to the maxi-
mum time needed for serving a packet within the low prior-
ity group, plus the time needed for serving all packets within
the priority group that may have queued while waiting for
the low priority packet to clear. Strict priority traffic must be
properly engineered in order to avoid starving low priority
traffic.

3.2. Weighted Fair Queueing (WFQ)

The problem of fair network resource allocation has led
to the development of a class of algorithms that provide
tight end-to-end delay bounds and efficient resource utiliza-
tion. These algorithms try to approximate the ideal behavior
of the Generalized Processor Sharing (GPS) algorithm [11].

The GPS algorithm assumes that input traffic is in-
finitely divisible and all sessions can be served simultane-
ously. Each connection (i) can be associated with a service
weight (wi), so that it receives service in proportion to the
weight whenever there is data in its queue. A GPS server
guarantees each session receive a service rate of at least:
C × wi/

∑
j wj , where C is the connection rate and the

sum is over the weights of all active connections.
Because a GPS server is unimplementable, approxima-

tions to GPS servers are used. Weighted Fair Queueing
(WFQ) is such an approximation. WFQ does not make
GPS’s infinitesimal packet size assumption [25, 26], and
serves packets in order of the time a packet would complete
service had it been served with a GPS server.

Even-though the delay of WFQ buffers subject to leaky
bucket traffic shaped source has been shown to be bounded
[35], in a network with hierarchical link sharing service
the inaccuracy introduced by WFQ in approximating GPS
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is detrimental to both real-time and best effort traffic [4].
Moreover, in [4], an illustration is provided to show how
the maximum delay through a WFQ buffer increases with
the number of sessions.

4. Simulation Model

In order to investigate the impacts of congestion-
sensitive traffic on real-time traffic, we consider scenarios
where carrier grade telecommunication networks use the in-
ternet to transport portion of their voice traffic.

Using ns-2, we constructed Figure 1 reference network.
It consists of media gateways (GW) fed by 24n voice chan-
nels, and of data routers (R) fed by Nds data sources. Both
the gateway and data traffic is forwarded to router A.

With our hardware configuration (dual 400Mhz CPU
2Gb RAM Sun Enterprise 250 and 450Mhz CPU 250Mb
RAM Sun Blade 100), ns-2 runtime becomes prohibitive
beyond T3 rate (≈44Mbps), and simulated networks with
more than 1,000 TCP sessions.

To account for the effects of QoS standards, packets are
classified into two classes: real-time (voice over UDP) and
congestion-sensitive (data over TCP). Router A arbitrates
bandwidth access according to Section 3 algorithms: FCFS,
WFQ, and PS.

Voice Data
Duration µvoice = 3min µtrain size = 15kB
or size α = 1.2
Volume Offered load = 80% # data router = 17

× # voice channels Idle time = 30msec
Packet size 120B (G.711 1kB

10msec frame size)

Table 3. Voice and data sources parameters
used for simulation.

In Table 3, we list all the parameters for voice and data
sources used in our simulation.

All facilities are 0 delay but the facilities between router
A and B on access and B and A on egress, both are 10msec
long. As an estimate for RTT, we ignored queueing delays,
used the emission delays for 1kB packet and 40B ACK, plus
the 4 × 10msec transmission delay. This resulted in a RTT
of ≈ 42msec.

As mentioned previously, the mean train size is 15 data
packets. Under the assumption that RTT is larger than the
time needed to transmit a full window of packets (insertion
time of 20 data packets over a 10Mbps facility is 16msec),
the number of cycles (n) needed to send the whole train is
4 (= �log2(15)�).

Based on our estimate for RTT, our traffic sources pa-
rameter values (Table 3), together with the expressions for
their corresponding average facility utilization (Sections 2.1
and 2.2) we engineered the number of traffic sources to
drive our reference network (Figure 1). In Table 4 we sum-
marize the various configurations. The estimates for the
bottleneck facility utilization (facility between router A and
B in Figure 1) ignore impacts on data sources from queue-
ing and packet loss.

For each combination of T1 and data traffic quantities
listed in Table 4, we ran simulation within the ns-2 environ-
ment for FCFS, WFQ, and SP cases. For WFQ, we tried the
following weights for voice: 0.2, 0.4, 0.6, 0.8 (sum of voice
and data weights must equal 1).

Each simulation ran for a simulated time of 2.8 hours.
Statistics associated with the first 1,000sec were disre-
garded. For each simulation run we created 10 independent
replications from which we extracted a 95% confidence in-
terval (interval around the sample mean that captures 95%
of the samples) assuming a t-distributed normalized error
[19]. That number turned out to be approximately ± 5% of
the reported values for means and ± 10% of the reported
values for maximums.

However, we concede that, because our data sources
have infinite variance, assuming the normalized error to be
t-distributed when constructing confidence intervals is ques-
tionable.

5. Performance Metrics

Our simulation model reports the following measure-
ments:

• Facility utilization: Ratio of the bits carried during
the measurement interval to the product of the facility
bandwidth and the measurement period. This is done
in the link delay object.

• Transmission delay: Packet emission time is stored in
the common packet header, and compared to the arrival
time in the link delay object. We capture the mean,
maximum, and histogram (1msec sampling period) of
transmission delay over the measurement period.

• Queueing delay: Packet arrival time to a queue is also
stored in the common packet header, and compared to
the departure time from the queue in the queue moni-
tor object. We capture the mean, maximum, and his-
togram (sampled over 1msec periods) of the queueing
delay over the measurement period.

• Packet loss (due to queue overflow): Number of pack-
ets dropped due to queue overflow over the transmis-
sion period. This is measured in the queue monitor
object.
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N_ds sessions
15kB mean size
phase of 1.2
30msec idle time

... .

... .

3min holding time
G.711 codec
10msec packets

B
T3

FCFS/WFQ/PS

R10Mbps

LAN

10Mbps

LAN

A

R

10Mbps

GW
nT1

nT1
GW

mT1

mT1

10Mbps

Bottleneck

Queue size: 100 data pkts

Figure 1. Access reference network. (Egress side is a mirror image of the access connection.)

• Delay jitter: Within our network architecture, delay jit-
ter is entirely due to queueing.

6. Results

When possible, we will highlights issues and tradeoffs
associated with designing IP networks that combines voice
and data traffic. Our metrics of interests are: average facility
utilization, queueing delay, and packet loss.

6.1. Utilization

In Figure 2, we compare average facility utilization at
the bottleneck facility measured from simulation against the
one derived from our expression for data and voice traf-
fic facility utilization (Equations 1 and 2), as a function of
number of data sources, for varying number of voice T1s
and under the single or multiple gateway scenarios.

We find that our expressions for mean facility utilization
provide a good upper bound, and account for the measured
utilization up to a level of ≈ 80%.

6.2. Delay

Under the SP queueing discipline, and within the scope
of our reference network, the maximum delay a voice
packet would incur is mtvoice + tdata where tvoice and tdata are
the voice and data packets emission delays (length of packet
over facility throughput), and m is the maximum number of
voice packets queued during the emission of a data packet.

Single Gateway Multiple Gateway
17 voice T1s 0.362msec 0.550msec
3 data routers (0.333± 2e−3) (0.514± 1e−3)
14 voice T1s 0.362msec 0.485msec
4 data routers (0.181± 5e−3) (0.414± 3e−3)
9 voice T1s 0.362msec 0.377msec
6 data routers (0.181± 3e−3) (0.220± 2e−3)
5 voice T1s 0.362msec 0.290msec
8 data routers (0.181± 7e−3) (0.202± 4e−3)

Table 5. Comparison between measured
(parenthesis) and estimated maximum
queueing delays for voice packets under
the SP queueing discipline. (Each voice
T1 corresponds to a M/M/24/24 queueing
system, and each data router corresponds to
17 data sources.)

Based on our simulation results, the following expression
for m yields a good approximation:

m =
{

tdata/tvoice Single gateway case,
n Multiple gateway case.

In Table 5, we compare the measured maximum queue-
ing delay values to our empirical upper bound estimates.
With decreasing number of voice sources we found agree-
ment between simulation and upper bound estimate to de-
grade, the rarity of such events should account for the dif-
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Single gateway Multiple gateways
Voice T1s Data routers Erlang-B Ubn (%) Erlang-B Ubn (%)
0 1 NA 9.8 NA 9.8

2 19.7 19.7
3 29.5 29.5
4 39.4 39.4
5 49.2 49.2
6 59.1 59.1
7 68.9 68.9
8 78.8 78.8

5 0 2.3e−3 20.8 5.3e−2 19.8
4 60.2 59.2
6 79.9 78.9
8 99.0 98.6

9 0 1.8e−4 37.5 5.3e−2 35.5
2 57.2 55.2
4 76.9 74.9
6 96.6 94.6

14 0 9.1e−6 58.4 5.3e−2 55.3
1 68.2 65.1
3 87.9 84.8
4 97.8 94.7

17 0 1.6e−6 71.0 5.3e−2 67.2
1 80.8 77.0
2 90.6 86.9
3 100.4 96.7

Table 4. Voice (ρ = 0.8, µ = 3min, 10msec frame size, 160B packets) and data (17 data sources per
router, k = 2.5, α = 1.2, RTT=42msec, n = 4, 1kB packets) sources configuration for both the single
and multiple gateway cases together with voice call blocking probability (Erlang-B), and estimates
for the maximum average facility utilization (Ubn) in the bottleneck facility. (NA: Not applicable.)

FCFS SP WFQ WFQ
w = 0.2 w = 0.8

Packet Loss 6e−3 8e−3 0 0
Probability
Queueing 49msec 49msec 87msec 185msec
Delay

Table 7. Maximum packet loss probability and
queueing delay incurred by TCP traffic across
all simulation runs.

ference.
As mentioned, WFQ queueing discipline attempts to

provide each session a fraction of facility bandwidth pro-
portional to its WFQ weight. In Figure 3, we found that
selection of the WFQ weights has direct impacts on queue-
ing delays.

With FCFS, as expected, queueing delay increases with
increasing bottleneck facility utilization. At at fixed facility
utilization, queueing delay increases with increasing num-
ber of data sources, which can be accounted for by the in-
creasing variability in traffic (see Table 6). For same num-
ber of voice T1s and routers, we found negligible differ-
ences in queueing delay between the single and multiple
gateway scenarios.

With data traffic, the queue discipline impacts whether
TCP is throttled down by the self-clocking property or the
slow-start algorithm. In Table 7, we list maximum values
for packet loss probability and queueing delay over all our
simulation runs. Based on these values, we deduce that TCP
will be throttled down by the self-clocking property under
the WFQ queueing discipline, and by the slow-start algo-
rithm under FCFS and SP queueing disciplines.
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Figure 2. Comparison between simulation (dashed lines) and model (continuous line) for the average
Bottleneck facility utilization under the single gateway scenario. (Dashed lines starting from top
most correspond to: FCFS, WFQ with weight 0.2, WFQ with weight 0.8, and SP.)

6.3. Packet Loss

Packet loss of voice traffic under the SP queueing disci-
pline can be controlled by setting its maximum queue size
to the maximum number of voice packets which can ar-
rive during the emission time of a data packet. However,
we cannot provide any such conditions for the other two
queueing disciplines. Whereas, data traffic packet loss can
be avoided at the cost of increasing queuing delay using the
WFQ queueing discipline.

7. Conclusion

To investigate performance issues associated with mix-
ing voice and self-similar data traffic within the internet,
we used the ns-2 simulation tool. We modified ns-2 data
collection procedures so as to improve run time. And we
constructed objects to simulate our voice (M/M/N/N queue-
ing system) and self-similar data sources. Our reference
scenario consisted of several voice and data traffic sources
contending for a shared facility of limited bandwidth. Con-
tention resolution consisted of the following queueing dis-
ciplines: FCFS, WFQ, and SP.

With our hardware platform (dual 400Mhz CPU 2Gb
RAM Sun Enterprise 250 and 450Mhz CPU 250Mb RAM
Sun Blade 100) we found run time to be prohibitive beyond

T3 (44.184Mbps) for the simulation scenarios we investi-
gated.

We derived simple expressions for average facility uti-
lization which we used to engineer our reference network.
When compared to simulation, we found that it accounted
for most simulation results up to ≈ 80% utilization. We
confirmed that under SP queueing discipline, the maximum
delay a voice packet would incur is the emission delay of
a data packet plus the emission delay of all voice packets
which arrived during the data packet emission delay. We
observed that proper setting of WFQ weights allowed us to
control delay for voice traffic. With FCFS, we found that for
fixed average bottleneck facility utilization, queueing de-
lay would increase with increasing number of self-similar
data sources. From our simulations, we deduced that data
sources transported by TCP are throttled down by the self-
clocking property under the WFQ queueing discipline, and
by the slow-start algorithm under the FCFS and SP queue-
ing disciplines.

For packet loss of voice traffic, we noted that proper en-
gineering of the queue size under the SP queueing discipline
should prevent any packet loss. Whereas packet loss of data
traffic could be avoided at the cost of increasing queuing
delay using the WFQ queueing discipline.
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Figure 3. Maximum voice packet queueing delay and packet loss probability as function of WFQ
weights for the case 17 voice sources and 3 routers. (Continuous line: single gateway, Dashed line:
multiple gateway).

5 voice T1s 10.541msec @58.3% 14 voice T1s 0.385msec @66.4%
39.230msec @78.8% 21.478msec @87.1%
49.029msec @94.5% 22.959msec @91.7%
75.778msec @99.9% 43.753msec @99.8%

9 voice T1s 0.362msec @57.3% 17 voice T1s 13.377msec @78.7%
26.533msec @74.5% 16.725msec @88.4%
32.948msec @91.6% 19.617msec @94.8%
52.407msec @99.7% 30.827msec @99.8%

Table 6. Maximum FCFS queueing delay function of average bottleneck facility utilization for varying
number of voice T1s.
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