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Abstract—in recent years, with the rapid exhaustion of the In an all-optical WDM network, the signals remain in the
capacity in wide area networks led by Internet and multimedia optical domain throughout their paths except at the ends. Such
applications, demand for high bandwidth has been growing at paths are termelightpaths[2]. To keep the signal in the optical

a very fast pace. Wavelength-division multiplexing (WDM) is a S
promising technique for utilizing the huge available bandwidth domain, in the absence of any wavelength converters (WCs)

in optical fibers. In this paper, we consider efficient designs of [3]-[5], @ lightpath is required to be on the same wavelength
nonblocking WDM permutation switching networks. Such designs channel throughout its path in the network; this requirement is

require nontrivial extensions from the existing designs of elec- known as thevavelength continuity constraif], [6]. This re-
tronic switching networks. We first propose several permutation quirement may not be necessary if there are WCs in the network.

models in WDM switching networks ranging from no wavelength AWC t . | | th t th
conversion, to limited wavelength conversion, to full wavelength COMVETLS & Sighal on one Waveiengin to anciner wave-

conversion, and analyze the network performance in terms of length. WCs can be distinguished into two types: 1) a full-range
the permutation capacity and network cost, such as the number wavelength converter (FWC) [4] that can convert an incoming

of optical cross-connect elements and the number of wavelength wavelength to any outgoing wavelengths of the WDM network;
converters required for each model. We then give two methods for o4 2) a limited-range wavelength converter (LWC) [4], [8],
constructing nonblocking multistage WDM switching networks to . ;
reduce the network cost. [12] that can convert an incoming wavelength to a subset of the
full wavelength set. A single lightpath in a wavelength-convert-
ible network can use a different wavelength along each of the
links in its path. Thus, wavelength conversion may improve the
efficiency in the network by resolving the wavelength conflicts
of the lightpaths, but the disadvantage of allowing wavelength
. INTRODUCTION conversion is the increased cost and complexity. This implies
N RECENT YEARS, with the rapid exhaustion of the caPotential tradeoffs between the performance of a WDM network
I pacity in wide area networks (WANSs) led by Internet an@nd the number of WCs needed, along with other design param-
multimedia applications, demand for high bandwidth has be8F’s- . _
growing at a very fast pace. Optical networks which employ op- The technology of optical wavelength conversion [3],
tical fiber for transmission are very attractive because optiddll-[10], has received great attention in the optical network
fiber provides a huge bandwidth (nearly 50 THz), low sign&ommunity [2], [4], [5], [11]-[13], [15], [19]-{21]. Xiao and
attenuation (as low as 0.2 dB/km), and very low bit error rate€ung [4], Lee and Li [5], and Subramaniaghal. [11] investi-
(BER) (less than 10'1) [1]. Wavelength-division multiplexing gated the optimal WC placement in all-optical WDM networks.
(WDM) is an important approach to utilizing the huge availablBamaswami and Sasaki [12] considered using limited WCs
bandwidth in optical fibers. WDM is basically frequency-divii0 Support lightpaths efficiently. Yatest al. [19], Tripathi
sion multiplexing in the optical frequency domain, where on@nd Sivarajan [2], and Barry and Humblet [13] analyzed
single optical fiber there are multiple communication channei@e blocking probability in all-optical networks with limited
operated by different wavelengths concurrently. In a tradition@gvelength conversion. Recently, Sharma and Varvarigos [14]
(electronic) switching network which consists of one or mor@nalyzed limited-range wavelength conversion in wavelength
stages of switches, each source node can only be connecte@yed mesh and hypercube WDM networks, and demonstrated
exactly one of the destination nodes at a time. Adopting wDiat limited wavelength conversion of fairly small degree is
provides a way to enable each source node to send the samgHgficient to obtain benefits comparable to those obtained by

different messages to different destination nodes concurrentfll-range wavelength conversion. Also, Yaetgl.[15] studied
WDM switching networks under another important type of

traffic, multicast, with or without wavelength conversion.
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Aohyeee A Aohyees Ay g (SOA) gates are employed to select and filter input signals to
1 )Moxl—}h X h e eee b specific output ports by means of being turned on or off.
ohgeer A ohqoer A : earn:
g — —— 2 To establish a connection in such a network, a channel (or
. N X N WDM . wavelength) at an input port can be paired to a channel at one
Inputs . Network . Outputs of the output ports either on the same wavelength or on a dif-
etwor!

ferent wavelength, depending on whether the network is sub-
jected to the wavelength continuity constraints or not. Gener-
N ally speaking, a node at the input side can be involved in up
to k£ connections simultaneously; also, it can be connected to
up tok output nodes. A one-to-one connection is a pairing be-
Fig. 1. N x N WDM switching network withk: wavelengths. tween an input channel and an output channel in the network
(hereafter, simply referred to as a connection). In a WDM per-

tween source and destination nodes are supported as mentidRHIption switching network, the admissible connection patterns

above, a major challenge in designing a WDM switching ne®'® in the form of permutations. A set &fk connections forms

work is how to keep the signal in the optical domain, eliminating" input/output connection pattern or connection state, which

the need for conversions between optical and electronic signitgferred to as permutation assignment this paper. A non-

hence, avoiding the so-called electronic bottleneck. Note thQ{?Cki”g permutation switching network can realize any permu-
in order to keep the signal in the optical domain throughout it&tion assignment without conflicts. ,
path, it is also desirable for a WDM switching network to be In general, switching networks with a larger number of realiz-

nonblocking, since blocked signal will be dropped, or lost, dupPle permutation assignments offer more degrees of freedom to

to the lack of optical random-access memory (RAM), or buffeq.qe network, which can improve network performance. We de-

The paper is organized as follows. In the next section, W€ Permutation capacity of a WDM network as the number of

first describe several permutation models in WDM networiermutation assignments realizable in the network, and denote it
which specify wavelengths that can be used by source and d@C» In this paper. Clearly, the greater the permutation capacity
tination nodes of a connection. Then, under these models, (& the more functionality) a network has, the more flexible is
analyze the nonblocking permutation capacity (to be definddf Network in reacting to fluctuating user demand, changing
later), and calculate the network cost in terms of the numb@@ds, and equipment problems, and the better it will perform
of optical cross-connect elements and the number of WCs Hider all types of conditions. Thus, permutation capacity is a
quired in a nonblocking crossbar-based design. We then prop@SEerministic measure to quantify the network performance in
two methods for constructing nonblocking multistage WDNErms of throughput, connectivity, flexibility, and survivability.

switching networks to reduce the network cost in Section it Should also be pointed out that under the same traffic load,
Finally, in Section IV we summarize our results and conclud "etwork with higher permutation capacity will have a lower
the paper. blocking probability as more connection patterns can be real-

ized without blocking in such a network.

Aghyeee Ay Aghyere i
AT A= Aohytet i

[l. NONBLOCKING PERMUTATION IN A. Permutation Models in WDM Switching Networks

WDM SWITCHING NETWORKS We further categorize WDM networks by different permuta-

An N x N WDM switching network is a photonic switch tion models according to their utilization of WCs. A WC con-
with N input ports andN output ports, and each input portverts an incoming wavelength to a different wavelength without
can be connected to any output port without optical-eletdss of any information modulated on the incoming wavelength.
trical-optical (OEOQO) conversion, although the switch mafs we mentioned earlier, there are two types of WCs, namely,
still be controlled by electronic signals. Considering a WDNFWCs and LWCs. With no wavelength conversion, a connec-
switching network (or simply a network) as shown in Fig. ion could only use the same wavelength along its lightpath and
with k& wavelengths (denoted gs\o, A1, ..., \k—1}) and N is referred to as the permutation with same wavelength (PSW)
input/output ports, each input port in such a WDM networknodel. With limited-range wavelength conversion, a connection
is usually equipped with fixed-tuned optical transmitters, can be set up by assigning some limited wavelengths to its des-
and each output port is equipped withfixed-tuned optical tination node in addition to the wavelength of the source node,
receivers, or optical filters. In this section, we will assume thaind is referred to as the permutation with limited wavelengths
such anV x N k-wavelength WDM network is a crossbar-like(PLW) model. Finally, with full-range wavelength conversion, a
switching fabric, which may be implemented using lightonnection can use any of the wavelengths and is referred to as
branches (also called splitters) and light combiners, as wellthe permutation with any wavelength (PAW) model. Based on
optical cross-connect elements. A light branch splits a sigrthk above definitions, the PAW is the strongest model among the
carried by a specific wavelength into a set of signals on thleree permutation models, and the PSW is the weakest permuta-
same wavelength, while a light combiner operates with thi®n model. This is because a connection under the PSW model
opposite purpose, combining multiple input signals on theman always be realized under the PLW model and a connection
same or different wavelengths into one output signal. Opticahder the PLW model can always be realized under the PAW
cross-connect elements may be implemented using the gawedel, but not vice versa. Also note that a traditional electronic
switch technology, in which semiconductor optical amplifieswitching network is a special case under the PSW model, since
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We observe that av x N k-wavelength WDM network
under the PSW model is not the same a&vdnx Nk electronic
network whenk > 1, whose permutation capacity (8Vk)!.

As will be shown, the strongest permutation model for a WDM
network, i.e., the PAW model, will be reduced to &t x Nk
electronic network, but not the PLW model.

Lemma 2: ForanN x N k-wavelength WDM switching net-
work under the PAW model, the permutation capacit¢’js=

NXN
Network
Ao

Nerwork (NE).
r Proof: Under the PAW model, there are no restrictions on
; how wavelengths can be assigned to a connection. Any channel
. of an input port can be paired to any channel of an output port. In
° fact, this model can be viewed as Ak x Nk traditional elec-
NXN tronic network [21]. Therefore, there ai& k)! possible permu-
Network tation assignments under the PAW model, &,,= (Nk)!. O
Ak-1

C. Permutation With Limited Wavelength Conversion

FromLemmas Bhnd2, we know that the permutation capacity
. ) - under the PSW model i§,, = (N!)*, and the permutation ca-
Ehgé_sv'a\[zeﬁghkg\éﬁ'grlg gth WDM network consisting fparallel?y x N pacity under the PAW model i}, = (Nk)!. Clearly, the per-
mutation capacity under the PAW model is much greater than
it can be viewed as a one-wavelength WDM network. In the foﬁrJat under the PSW quel, which implies that network perfor-

. . L mance of a PAW model is much better than that of a PSW model.
lowing, we analyze these three models in more detail in terrRls . .
of their permutation capacity, as well as their network cost Ote that FWCs are ne_eded to implement a PAW model, wh_||e

' " no WCs are needed to implement a PSW model. However, im-

. . plementing all-optical full-range wavelength conversion is quite
B. Permutation Capacity Under PSW and PAW Models difficult and expensive due to technological limitations [2], [12].

Inan N x N k-wavelength WDM switching network, the A realistic all-optical WC may only be able to convert to a lim-
permutation capacity is determined by the number of permiged number of output wavelengths for any given input wave-
tation assignments that can be realized. Clearly, the larger tBggth. Thus, itis interesting to investigate network performance
permutation capacity, the better the network performance, orfét limited-range wavelength conversion, i.e., the PLW model.
other words, the stronger the permutation model. We start withwe characterize the limited-range wavelength conversion ca-
the simplest model, the PSW model. Then, we turn to the PAWébility by wavelength degree, which is defined next. An LWC
model, which is easier to analyze than the PLW model. We uggs wavelength degree(for some integew, 1 < w < k) if an
a separate subsection to exploit the PLW model due to the cafiput wavelength can be convertedito- 1 output wavelengths

plexity involved in the analysis. _ in addition to the input wavelength itself. Due to the complexity
_ First, we have the following lemma concerning the permutaf the analysis, in this paper, we consider WDM networks with
tion capacity under the PSW model: wavelength degree twow = 2) under the PLW model. In

Lemma 1: ForanN x N k-wavelength WDM switching net- this case, incoming wavelengify can be converted to outgoing
work under the PSW model, the permutation capacity,js= wavelength ;. 1)modr, Where0 < i < k — 1. For notational
(N1 convenience, we will usg; .1 instead of\(; ; 1)moar in the rest

Proof: Note that, under the PSW model, the same wavef the paper, with the understanding thiat 1) = (i+1)modk.
length has to be used by a connection at both input and outputn the following, we will start deriving the permutation ca-
sides. Infact, atV x NV k-wavelength WDM switching network pacity for an example network with= 3, we then consider the
under this model is equivalent toparallel N x N one-wave- general case for any.

length networks as shown in Fig. 2, where all the same wave-For anN x N three-wavelength WDM network, each fiber
length from differentlinks are directed to @1 x N one-wave- |ink has three channels, i.{Ao, A1, A2}. With the limited
Iength network [21] Since we have a totallofvavelengths on Wave|ength conversion of Wave|ength deg[ee: 2, Ao can
each fiber link, there aré N x N one-wavelength networks. pe converted to\;, A\; can be converted ta,, and\, can be

For each network, the number of permutation assignments is gfwerted to\, (circular conversion). We define the following
same as that of a traditional electronic crossbar networkN'e., matrix to represent the relationship among these conversions,
Given that each wavelength can be involved in different PerMiyherec;; (0 < i, j < 2) is the number of\,;’s being converted
tation assignments independently from each other, there areig Aj’S.

NIN!... NI = (NH*
| —"
k 0 ci1 ci2

different permutation assignments. Therefdig,= (N!)*. O c20 0 ¢/ 4.4
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Note that the sum of rowin the matrix is the total number Using a similar method, we can form a general matrix and
of wavelengths coming from;, and the sum of columrp is calculate the permutation capacity for &nhx N k-wavelength
the total number of wavelengths going ¢. Since this is an WDM network as follows:

N x N three-wavelength WDM network, the total number of coo  co1 O

wavelengths in the network should be exactlyTherefore, the
. . 0 C11 Ci12 0
constraints of the matrix are
coo +co1 =N coo +co =N
ci1+c2=N cor+ci1 =N 1)
c0+c2 =N c12 + ca2 = N.
From (1), we have 0 Ck—2 k=2 Ck—2 k—1
{ Coo = €11 = C22 @) Ck—10 O o .- 0 Ck-1k-17 pyk
Co1 = C12 = C20. where the dependency between the number of inpstcon-
Let verted to);1’s and the number of input;’s not converted is
S = C =C =C .
{N 00 " 2 foro<s<N. (3) 9wven by
— S =¢C01 =612 = €20 coo+co1 =N coo+cr_10=N
In fact, (3) represents the dependency between the number o0 00 T Fk=L0
input A;’s (0 < i < 2) converted into\;;'s and the number | €11 T €12 = N cor +ein =N
of input \;’s not converted. From (3), we also have that for all
input wavelengths, the number being converted (and not bein
converted) is the same. Ch—10+F Ch-1k-1 = IV Ch—2 k-1 F Ck—1 k-1 = Z\Eé
Now, the permutation capacity can be calculated as . . . .
P N pacty N N From (6), we obtain the following relationship:
Op: Z (c c >N!<c ¢ )N!<c c )N!' Coo =C11 =" =Ck—1k—-1=S
0<s<N 00 €20 11 €01 22 €12 { (7)
Cpo=C11=C22=S8 Copl = C12 =" =Ck—10 = N — S

cag=cp1=c12=N—3
(4) where0 < s < N. Therefore, the permutation capacity can be
This is because for aniy A;'s, say,N A¢'s, at the output derived as

side of the network, connections could only be set up with those
. N N
input wavelengths ong and\, under the PLW model we con- Cp = Z o N! e N!
sider. Within theseV connectionsgg represents the connec- vy JSSSN 00 “k=10 1101
tions from input wavelength,’s, andcsg represents the con- cor=cro=-=cp_1 o=N—s
nections from input wavelengtky's. By utilizing the multino- N
mial coefficients [16], we havé_ " ) ways to assigmg, out ( )N!
208 Ck—1k—1 Ck—2 k—1

of N input wavelength\y’s, andcso out of N input wavelength

A2’s to form N connections to outputy’s. Furthermore, there N | N |

are N! different connections in every such assignment. There- — Z (c(m) (V) (m) (V)

fore, we have(, ¥ ) N! possible ways to form connections to coometim oS L i=s

output wavelength\y’s. Similarly, we can obtain that there are

(.5 )Ntand (N )N!ways to form connections to output ( N )(N!)

wavelength\;’s and\,’s, respectively. Noting that the depen- Ck—1 k-1

dency between the number of inpiif's converted to\;+1's N N k

(cii+1) and the number of inpwt;’s not convertedc;; ) is given = K ) (N!)} (8)
by (3), (4) indeed calculates the permutation capacity for an 5=0 5

N x N three-wavelength WDM network. Finally, (4) can baye summarize the above result into the following theorem:

simplified to Theorem 1: The permutation capacity for @i x N k-wave-
_ s N\ (N —coo (N length WDM network with limited wavelength conversion
C, = S . .
Coo C20 c11 under); being converted td;, is

0<s<N
cop=C11=C22=5 N
ca0=co1=c12=N—s

. (N - cu> <N> (N - 022> ; KD(M)T'

Co1 C22 C12
ws(NY(NY(N D. Network Cost Under Different Models
B 0<§N (V) <c00> <011> <c22> In this section, we analyze the network cost of a WDM
coo=c11Dern=s switching network under different models. As we discussed
N 3 earlier, light branches, light combiners, and optical cross-con-
_ Z KN) (N!)} ) (5) nect elements such as SOA gates are needed to construct a
o L\ crossbar-like WDM switching network. Also, the LWCs or
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Branches STA’S Combiners 2) Number of WCs:Clearly, for anN x N k-wavelength

1 WDM network under the PSW model, no converter is needed.
However, for a WDM network of the same size under the PLW
model, Nk LWCs are required as shown in Fig. 4(a). Simi-
larly, under the PAW modely k FWCs are required as shown in
Fig. 4(b). TheséVk WCs can be placed immediately after the
light combiners to convert a source wavelength to a possibly
different wavelength, which is then multiplexed into an output
fiber link.

E. Comparison of Different Models

We summarize the network performance in terms of the per-
mutation capacity and network cost measured by the number
of crosspoints as well as the number of WCs required for non-
blocking WDM networks under different models in Table I. As
we expected, a honblocking WDM network under the weakest
model (PSW model) has lower cost than that of a stronger model
Fig. 3. N x N one-wavelength switching network. (PLW model), which in turn has lower cost than that of the

strongest model (PAW model). Although under either the PLW
) ) model or the PAW model, each model needs the same number

FWCs are required to implement the PLW model or PAWt | \wcCs or FWCs, note that FWCs are much more expensive
model. While light branches and light combiners are passiygan |\ WCs. Obviously, there exist cost—performance tradeoffs
optical components, SOA gates and WCs are active devicggyyeen these models. As we will see in the next section, such
Such passive components are made of glass, hence, inexpeRt analysis leads us to construct more efficient nonblocking

sive, but the active devices are not. Thus, we characterize fjgjtistage networks where the number of crosspoints can be
cost of a WDM network by the number of optical cross—conne@}eaﬂy reduced.

elements in addition to the number of WCs. For simplicity,
we will refer to optical cross-connect elementscassspoints
which is a well-known term representing the hardware cost for
traditional switching circuits. In the following, we analyze the In this section, we investigate how to use a multistage network
network cost of a nonblocking WDM under these three models, reduce the network cost in terms of crosspoints. We consider
i.e., PSW, PLW, and PAW models. the well-knownN x N three-stage network calledm, n, r)

1) Number of CrosspointsFor an N x N k-wavelength network [17] as shown in Fig. 5, which hagn x m) switches
WDM switching network under the PSW model, the numben the input stagey: (r x r) switches in the middle stage, and
of crosspoints i¢N2. In fact, anN x N k-wavelength WDM r (m x n) switches in the output stage witN = nr and
network under this model is equivalent toparallel N x N m > n. In general, a multistage network can have any odd
one-wavelength networks (see Fig. 2) as we pointed out earlimumber of stages with the middle stage switches being built in
Each of theséV x N one-wavelength networks may be implea recursive fashion of the three-stage networks. A critical issue
mented as shown in Fig. 3. In such a network, each input sigialdesigning such a network is how to ensure that the network
first passes throughtax N light branch. The signals then passs nonblocking, and in the meantime, minimize the number of
through an array a2 SOA gate elements, and are then reconmiddle-stage switchesn), hence, reduce the number of cross-
bined inN x 1 light combiners and sent to thé outputs. Note points. In the traditional electronic domain, forvém, n, r)
that at the input side of a combiner, only one of the channdlgee-stage network, Clos [17] showed thatif> 2n — 1, the
actually carries signal, because only a selected signal can berditwork is nonblocking, andif, > n, the network is rearrange-
rected to one of the combiners by means of turning on or off tlable. In the case of nonblocking, for any legitimate connection
SOA gates, which is controlled by circuits. request from an idle input port to an idle output port, it is al-

ForanN x N k-wavelength WDM network under the PLWways possible to provide a connection path through the network
model with wavelength degree two, the number of crosspoirits satisfy the request without disturbing any existing connec-
is 2kN2, since any of theVk wavelengths at the input sidetions. In the case of rearrangeable, it is again always possible to
may be connected to two wavelength groups (each wavelengtbvide a connection path through the network to satisfy the re-
group containsV wavelengths) at the output side. An examplguest, but other existing connections may be rearranged to some
whenN = 2, k = 3, and with wavelength degree two is showrther paths. In an all-optical WDM network, it is desirable for
in Fig. 4(a). Finally, the number of crosspointsk&V? for an a WDM switch to be nonblocking, since it is difficult to buffer,

N x N k-wavelength network under the PAW model, since amyr store the optical signal. Therefore, unlike the electronic case,
of the Nk wavelengths at the input side may be connected e only consider the nonblocking WDM multistage network in
any of theN k wavelengths at the output side. An example whethis paper. Similar to the notation @{m, n, ) for an elec-

N = 2, k = 3, and with full wavelength conversion is showrtronic three-stage network, we usg(m, n, r) to represent a

in Fig. 4(b). k-wavelength WDM three-stage network. Notice that there is

I1l. MULTISTAGE WDM SWITCHING NETWORKS
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Full Wavelength

, Limited Wavelength SOA’s Converters
SOA’s Converters l, Combiners
Branches \ Combiners > \
>
>
Ao I ~ I Ao :
>
>

>
[>
i > A oW,
7o
>
><x1 ‘\ ald =
-2 l LWC—E—
[a)
>
Ao | Iwe A2

@ (b)
Fig. 4. Example of aivV x N k-wavelength WDM network whetN = 2 andk = 3. (a) PLW model. (b) PAW model.

TABLE | Input Stage ~ Middle Stage  Output Stage
COMPARISON OFWDM SWITCHING NETWORKSUNDER DIFFERENTMODELS —
Model Permutation Capacity | # Crosspoints | # Converters no ! 1 . 0
PSW (NTYF EN? 0 — —
PLW (i to \ir) | (NFSY, (N 2kN? kN LWC’s
PAW (Nk)! KZN? EN FWC’s —
n 2 2 ' n
. . 8
g — Z
exactly one link between every two consecutive stage switches, & g
. . . . . - L]
but such links are fiber links witk channels carrying on each . .
link. Notice also that while the switches in an electronic mul- . y
tistage network are all based on crossbar switches, those in a . _
WDM multistage network can be different (i.e., under different n c -
models such as PSW, PLW, and PAW), which introduces a major e . . . . -

challenge in the analysis.
Interstage link

A. Construction Methods of Multistage WDM Networks

ForanN x N k-wavelength WDM crossbar-like switching
network, we have proposed three different models, i.e., PSW,
PLW, and PAW models, in Section Il. When constructing a mué& multistage WDM network. However, based on the results ob-
tistage WDM network, the overall network can be any one ¢éined for the crossbar-like WDM networks, the PSW model
the three models, but the switches inside the multistage nk&s the lowest network cost and the smallest permutation ca-
work do not always have to choose the same model as thapatity, while the PAW model has the highest network cost but
the whole network. Thus, there are many different ways to buitgteatest permutation capacity. Therefore, when constructing a

Fig. 5. Three-stage switching network.
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Input Stage ~ Middle Stage ~ Output Stage Input Stage  Middle Stage  Output Stage
— - PSW/._ — PSW/ |~
noolpSwW . PSW|.\/«|PLW/|. D n . |PAW|. PAW PLW/| . T
. . | PAW |_* * PAW |_°
= PSW/[— — PSW/[—
noo I PSW . |PSW PLW/| . D oL | PAW| . PAW PLW/| . "
2 ] PAW | £ g _°| PAW | *_ £
=] o, =] [=9
g 5 £ =]
- . . ) Q = . . . @)
L] L] L] L] .
— — PSW/|— — PSW/|[—
o .|pPSW| - «|PSW|- o|PLW/|. D 0 < IPAW| - «|PAW|: s [PLW/| . T
] . . . L] PAW ._ —.‘ . . . . PAW |
() (b)
Fig. 6. Two construction methods fora(m, n, r) network. (a) PSW-dominant construction. (b) PAW-dominant construction.
multistage WDM network, it is natural to choose these two ex- t midd,ltechcs
treme models for the switches. Now we propose two construc- e A
tion methods for a,(m, n, r) network.
1) For a PSW-dominant construction method, the
input-stage and middle-stage switches adopt the PSW ‘
model, and the switches in the output stage adopt one “mpillltsm onna.(t)lu(t)ll)lltl[t)sut
of the PSW, PLW, or PAW models, which in turn de- on an 1mp

stage switch stage switch

termines the overall model of the,(m, n, r) network. for \;
This construction method is illustrated in Fig. 6(a). Aig —

2) For a PAW-dominant construction method as shown in A —
Fig. 6(b), the switches in both input and middle stages Mic —
adopt the PAW model and output stage switches use the
PSW, PLW, or PAW model according to whatever model
that thevy(m, n, r) network will be.

It should be noticed that these two construction methods for IZ’ ,/
a three-stage WDM network can also be used to implement . J/
a general multistage WDM network, which can have any odd r’
number of stages with the middle-stage switches being built in
a recursive fashion as the three-stage network. For such a ga§l-7. Connection request from input wavelength to output wavelength
eral multistage WDM network, all switches except those in thie., in a three-stage network.
last stage adopt the PSW or PAW model according to its cor-
responding construction method. In the following, we analyze Theorem 2: A vy (mn, n, r) network adopting the PSW-dom-
the nonblocking condition as well as the network cost for botRant construction method is nonblockingnif > 2n — 1.

construction methods in a three-stage WDM network. Proof: We consider a worst-case connection request. As
shown in Fig. 7, suppose that wavelength (one of then input

A;'s) of an input-stage switch asks for connection to wavelength
i, (one of then output);’s) of an output-stage switch. Note
that, at most(n — 1) wavelengths other thak;, on the par-

In a three-stage WDM switching network under either thiécular input stage switch fak; can be busy, i.e., sudn — 1)
PSW, PLW, or PAW model and adopting the PSW-dominamput wavelengths are being connected to s¢me 1) output
construction method, a connection with any input wavelengitavelengths. Also note that, at mog8t,— 1) wavelengths other
A; can be realized using the same wavelengtim the firsttwo than );, on the particular output-stage switch féy can be
stages, and then realized in the third stage under the PSW, Pbiy, i.e., suclin — 1) output wavelengths are being connected
or PAW model, respectively. Therefore, we can simply ignoiley some(n — 1) input wavelengths. In the worst case, each of
other wavelengths and consider permutation routing using orthese2(n — 1) existing connections uses a separate middle-stage
wavelength\,;. Consequently, the results of nonblocking condswitch. Therefore, we need one more middle-stage switch to
tion of a WDM network is reduced to the case of a traditionahake the new connection fror, to \; , i.e., the number of
electronic switching network. We can establish the followingiddle stage switches needed for nonblockingnis> (n —
theorem. N+n—-1)+1=2n-1. O

B. Nonblocking Condition for the PSW-Dominant
Construction
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C. Nonblocking Condition for the PAW-Dominant that using the PSW-dominant construction method, in terms
Construction of the number of crosspoints. Furthermore, the PAW-dominant

For a multistage WDM network under either PSW, PLW. gnethod needs extra WCs, which are very expensive. Therefore,
PAW model and using the PAW-dominant constructioln methoWe conclude that it is better to construct a multistage WDM net-
we have the following theorem. Surprisingly, the nonblockiny©rk using the PSW-dominant method.

condition is the same as that of the PSW-dominant constructior] the following, we calculate the cost fora(m, n, r) net-
method. work adopting the PSW-dominant construction method to see

Theorem 3: A vy, (m, n, r) network adopting the PAW-dom- how much we can save compared to that qf a crossbamike

inant construction method is nonblockingif > 2n — 1. N k-wavelength WDM network. The cost is analyzed in terms
Proof: Under the PAW-dominant construction, there is n8f the number of crosspoints (SOAs) and WCs required under

restriction on how a wavelength can be connected in the fifZ2¢h model. In calculating the number of crosspoints, we use

two stages. Thus, an input wavelength can be converted to 4§ OPtimal values fon and: to minimize the cost. For a PSW

output wavelength on input and middle-stage switches. While!”7%: 7, ) network, all the three stages are now under the

such a construction method increases complexity, it also gives W model. The number of crosspoints is given by

us flexibility to utilize the middle-stage switches. This leads us

to the following definition. #crosspoints =7 - knm +m - kr? + 7 - kmn
A middle-stage switch is unavailable if and only if all the —km (2m + Tz)
k wavelengths of the fiber link, which connects an input-stage
switch (or an output-stage switch) to a middle-stage switch, are —k(2n—1) <2 N4 N_2 ) ©)
being used byt existing connections. Consider connecting a n? )’

wavelength),, of an input fiber at input-stage switchto a

wavelength\,, of an output fiber at output-stage switghNote For a given value ofV = nr, the minimum number of cross-
that at mos{nk — 1) wavelengths on input-stage switclean points occurs wher(#crosspoints)/dn = 0, which gives

be busy, i.e., at most

e — 2n® — (n — 1)N = 0. (10)
=)

As N approaches large values, (10) can be approximated by
middle-stage switches are not available igr. Also note that,

at most,(@k — 1) wavelengths on the output-stage swijatan M2 — N ~ 0. (11)
be busy, i.e., at most
(nk—1) 1 This equation gives the optimal value farasn = /N/2.
k - Tk Replacingn by its optimal value in (9), we get

middle-stage switches are not available fgr. In the worst . JINS/?
case, those unavailable middle-stage switches\forand A, #crosspoints =4k N (2 N/2 - 1) =k (4 2N¥" - 4N)
have no common switches in between. Thus, to ensure the 3/2
new connection from,,, to \,, unblocked, we need one more =0 (kN ) : 12)
middle-stage switch beyond those unavailable switches, i.e.,
1 For a PLW v, (m, n, ) network, the first two stages are
m > 2 Kn — —)J +1=2n—-1)+1=2n-1. under the PSW model and the last stage is under the PLW
k model. For convenience of comparison, we adopt the same
O model as we used in the previous section, i.e., wavelength
_ degreew = 2. The number of crosspoints for such a PLW
D. Network Cost and Comparison v (m, n, r) network is given by
Since the permutation capacity of a given model remains the
same under either a crossbar-like construction or a multistagierosspoints = r-knm+m - kr? +r-2kmn=km (3nr+r2)
construction, we will focus on the analysis of multistage WDM N2
network cost in this subsection. Similarly, we argue that given an =k(2n —1) <3N + _2> ) (13)
overall WDM switching network model (PSW, PLW, or PAW), n
although it can be constructed under either the PSW-dominant
method or the PAW-dominant method, the permutation capaci?}yml""r to the case of PSW.(m, n, r) networks, whenV ap-
does not change at all. Frofeorem 2ndTheorem 3the num-  Proaches large values, we can obtain the optimal value &s
bers of middle-stage switches required for nonblocking in te= V/V/3. From (13), we calculate the number of crosspoints
PSW-dominant construction and the PAW-dominant constru@®
tion are the same. Since a switch under the PAW model has ] 3/2
more crosspoints than that of a switch under the PSW mod#icrosspoints = 6kN (2 VN/3— 1) =k (4\/§N - 6N>
a WDM switching network using the PAW-dominant construc-
tion method under any one of the three models costs more than =0 (kN3/2) - (14)



2040 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 50, NO. 12, DECEMBER 2002

TABLE I 10 . : ; . :
CosT COMPARISON OF THREE-STAGE AND CROSSBARWDM NETWORKS - x:z::zzgm gzg:zz e o
UNDER DIFFERENTMODELS (CB: CROSSBAR TS: THREE-STAGE, PLW: WITH 10%°H - — - full wavelength degree e
WAVELENGTH DEGREE TWO) L
Model | Permutation Capacity | # Crosspoints | # Converters 107F /_,"
PSW/CB (ND)F kN? 0 g © P
PSW/TS (NHF 0 (kN*7?) 0 =10 R
%)
PLW/CB | (N)FSY (Y 2kN? kN LWC’s :4 -”
50
PLWTS | (N)ESY (M | O (kN%2) | KN LWC's A
PAW/CB (NE)! E*N? EN FWC’s o
PAW/TS (NK)! O (K**N°*7?) | kN FWC’s g10*r
&
10307
For a PAWug(m, n, r) network, the input stage and middle
stage are under the PSW model, and the output stage isunder qo®p
PAW model. Similarly, the calculation of the number of cross
10 L 1

points is given by 10" " s L
Number of Wavelengths (k)

1 f— - . 2 . 2 - . . . . .
ffcrosspoints =1 - knm +m - kr® 47 - k*mn Fig. 8. Comparison of permutation capacity for a WDM switching network

with eight nodes and three to eight channels.

=km [(k + L)nr + 1

shows that, compared to the PSW model (i.e., with no wave-
length conversion), the network performance is significantly im-
proved with the limited-range wavelength conversion. For ex-
WhenN approaches large values, the optimal valuesfander  ample, for anV = 10, k = 4 WDM network under the PLW

the PAW model isn = /N/(k + 1). Hence, we obtain the model with wavelength degree = 2, the permutation capacity
number of crosspoints under this model as the following: g Zlgo (10)4 ~ 835 % 10° times as that of the PSW model.

= k(2n - 1) [(k+ 1)N + JZ—;} .

#crosspoints = 2k(k + 1)N [2 N/(k+1) - 1}
IV. CONCLUSION

_ 3/2 A73/2
=0 (k N ) ) (15) The objective of this paper was to provide efficient designs

for nonblocking WDM permutation switching networks. We

As for the number of WCs under the PSW-dominant comave presented three crossbar-like WDM network models,
struction method, since there are no converters in the first W, PLW, and PAW. We have analyzed the performance
stages, we only need to consider the switches in the last stagfe.nonblocking WDM networks in terms of permutation
For a PSWu(m, n, r) network, the output stage is also undecapacity as well as the network cost measured by the number
the PSW model, thus, no converters are needed. For a Pbf\bptical cross-connect elements (e.g., SOAs) and the number
ve(m, n, r) network, the output stage is under the PLW modedf optical WCs under these proposed network models. In
and the number of LWCs requiredis kn = kN, since the particular, we have given a systematic approach to analyzing
LWCs can be placed at the output side [see Fig. 4(a)]. Similartiie permutation capacity under the more complex PLW model.
the number of FWCs required for a PAW(m, n, r) network This approach can be extended to study other PLW models
is alsokN. with higher wavelength degrees as well. We have, furthermore,

We summarize these three different network models undaoposed two construction methods, namely, PSW-dominant
either crossbar (CB) or three-stage (TS) construction and PAW-dominant methods, to build nonblocking multi-
Table Il. Clearly, a multistage WDM network under any of thatage WDM networks. We have obtained the nonblocking
three models has significantly fewer crosspoints than that otanditions in terms of the number of middle-stage switches
crossbar-like WDM network, yet the permutation capability dor the three-stage WDM switching networks,(m, n, r))
av,(m, n, r) network remains the same as that of a crossbander both construction methods. Using the PSW-dominant
network. In Fig. 8, we plot the permutation capacity foconstruction method, we have demonstrated that the network
vk (m, n, r) networks under the PSW, PLW, and PAW modelsost has been greatly reduced compared to crossbar-like WDM
for network size o x 8 and the number of wavelengths fromnetworks. Our results have also indicated that the PSW and
three to eight. PAW models represent cost—performance tradeoffs in designing

From Table Il and Fig. 8, we see that among the three difoth crossbar-like andy(m, n, r) networks. In addition, we
ferent multistage WDM networks, a PSW(m, n, r) has the have shown that, even with the very limited wavelength conver-
lowest network cost but the least permutation capacity, whiggon capability (e.g., wavelength degree two), the performance
a PAW v, (m, n, r) network has the highest network cost bubf a WDM network has been significantly improved. Finally,
the greatest permutation capacity. This represents the cost—pear-believe that PSW-dominant is a better choice to implement
formance tradeoffs among these network designs. Fig. 8 ats@m, n, r)-type networks.
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