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Abstract—In cellular networks, it is important to conserve energy while at the same time ensuring users to have good transmission experiences. The energy cost can result from tail energy due to the radio resource control strategies designed in cellular networks and data transmission. Existing efforts generally consider one of the energy issues, and also ignore the adverse impact on user transmission performance due to energy conservation. In addition, many existing algorithms are based on prediction and knowledge on future traffic, which are hard to apply in a practical wireless system with dynamic user traffic and channel condition.

The goal of this work is to design an efficient online scheduling algorithm to minimize energy consumption both due to tail energy and transmissions while meeting user performance expectation. We prove the problem to be NP-hard, and design a practical online scheduling algorithm PerES to minimize the total energy cost of multiple mobile applications subject to user performance constraints. We propose a comprehensive performance cost metric to capture the impacts due to task delay, deadline violation, different application profiles and user preferences. We prove that our proposed scheduling algorithm can make the energy consumption arbitrarily close to that of the optimal scheduling solution. The evaluation results demonstrate the effectiveness of our scheme and its higher performance than peers. Moreover, by supporting dynamic performance requirement by mobile users, PerES can achieve 2 times faster convergence to both the performance degradation bound and optimal energy conversation bound than those of traditional static methods. Using 821 million traffic flows collected from a commercial cellular carrier, we verify our scheme could achieve on average 32%-56% energy savings with different levels of user experience.

I. INTRODUCTION

There is a quick growth of cellular applications in recent years thanks to the constant increase of the processor power of mobile devices and the transmission bandwidth of cellular networks. The capacity of batteries, however, grows at much slower speed and the limited battery life has become the bottleneck of enhancing the user experience of mobile applications.

Energy conservation is often supported by existing wireless MAC protocols with different features. In UMTS (Universal Mobile Telecommunications System) network (one of the most popular 3G mobile communication technologies), the radio of a mobile device follows a radio resource control (RRC) mechanism, and the radio does not turn to a low power state immediately after data transmissions. Instead, a radio will stay at the high power state and wait for the expiration of an inactivity timer. If no transmission occurs during that period, it will then switch to the low power state. This period is defined as tail time and the corresponding energy consumption is called tail energy. The tail time is designed to avoid high signaling overhead of the 3G radio access network [1], and the tail time is also introduced in 4G LTE networks [2] recently. If a large amount of tail time is introduced, however, the energy-efficiency will deteriorate sharply.

Some recent efforts have been made to address this issue from different perspectives [3], [4]. Timer optimization is used in [5], [6] to adapt the RRC configurations in response to dynamic and complex traffic patterns. Top [7] utilizes the fast dormancy strategy and traffic predication to proactively demote the transmission to a low power state by optimizing the inactivity timer. To reduce the tail energy, application-layer solutions are proposed in [8]–[12] to schedule data transmissions. Work in TailEnder [8] proposes an online transmission scheduling algorithm to minimize the tail energy. Predication methods are applied in Bartender [13] to vary transmission signal power to achieve higher energy efficiency in the mobile environment. However, the dynamics in mobile traffic and wireless link quality make conventional energy conservation algorithms based on predication difficult to apply. To overcome this limitation, recent works have introduced the Lyapunov optimization framework as a non-predication based online scheduling design principle [14], [15]. SALSA [14] took both the delay impact and wireless link quality into account and introduced the Lyapunov optimization framework as a general multi-interface online scheduler. However, the tail energy in cellular networks is not modeled. Authors in eTime [15] further proposed a similar scheduling method for 3G and WiFi network.
interfaces with the tail energy embedded in its 3G power model. Some efforts have also been made in [14]–[16] to exploit the heterogeneity of WiFi and 3G network access to optimize the overall transmission energy. Complex computation tasks can be transmitted to the cloud for further energy efficiency [17]. However, the deadline issues and bandwidth competitions among multiple applications are not addressed in these studies.

Based on existing solutions, we identify three significant challenges in optimizing the energy in mobile cellular networks. The first issue is that there exists scheduling conflicts between the tail energy reduction and data transmission energy optimization. On the one hand, tail energy can be reduced if tasks can be queued and transmitted in batch. On the other hand, it would reduce the data transmission energy if tasks can be transmitted upon good channel condition. However, it may not be easy to find the optimal waiting time in order to meet both requirements and minimize the hybrid energy, i.e., the sum of the tail energy and data transmission energy. Previous works often focus on solving one of the problems without considering the other, while both are important and have big impact on the total system energy consumption.

As the second issue, although it is important to reduce the energy cost, it is equally important to ensure users to have good transmission experiences. The attempt to reduce both the tail and data transmission energy often introduce delay in packet transmissions. In addition, the user expectation on performance depends on many factors, such as the task types, application profiles, and user preferences. While targeting for energy optimization, existing works often ignore its impact on user transmission performance.

The third issue is the feasibility in real systems. For schemes that need lower-layer system support such as optimizing the timer of RRC, the configurations of RRC need to be modified which are usually decided by the cellular network carriers. Also, a transmission scheduling mechanism often needs to deal with transport layer (e.g., the congestion control and flow control of TCP) and application layer (e.g., interfaces exposed to applications) protocols and configurations.

Aiming at these challenges, the main contributions of our work are summarized as follows:

- We model the hybrid energy optimization problem in mobile cellular networks and prove its NP-Hardness.
- We design a practical online scheduler that can self-adapt to meet various user requirements on application performance. We prove both its energy conservation bound and performance degradation bound under varying mobile traffic and wireless link quality.
- We propose a novel method to enable a high convergence speed to both the optimal energy bound and required performance bound in a fast and practical way.
- Our scheme is implemented as a traffic management application on mobile devices, thus all the benefits can be achieved by solely upgrading the software.

The remainder of this paper is organized as follows. Section II introduces our basic problem formulation. In Section III, we provide scheduling analysis and our scheduling design. We evaluate the performance of our online scheduling algorithm in IV, and conclude our work in Section V.

II. PROBLEM FORMULATION

In this section, we will elaborate on how we handle the performance and energy issues and formulate the transmission scheduling problem.

A. Basic Transmission Model

Our transmission framework runs as a daemon to collect the traffic generated by different applications, and the traffic is scheduled to transmit in the unit of time slot. The traffic from an application can be divided into multiple transmission tasks, where typically a task \( u \) corresponds to a packet. We denote the time slot that a task \( u \) arrives as \( t_a(u) \), and the slot that \( u \) is scheduled to send to the corresponding socket as \( t_s(u) \).

We embody the bandwidth of the cellular network with the capacity of a time slot, i.e., the maximum amount of data in bytes that can be transmitted between mobile devices and the base station in the slot. Let \( c(t) \) denote the capacity of a slot \( t \) and \( v_u(t) \) denote the data transfer rate of a transmission task \( u \) in the slot \( t \). The condition

\[
\sum_{u \in \{ t_a(u) = t \}} v_u(t) \leq c(t)
\]

should be met for any slot.

B. Performance Impact

In order to reduce the tail energy associated with the RRC process, an online scheduler can send the traffic in batch. However, as the mobile traffic and wireless link quality can not be accurately predicted, this process will inevitably introduce some delay in transmission and may even lead to violation of performance bounds such as the deadline of a task. To capture the performance impact, we introduce a performance cost metric \( \phi_u(\cdot) \) by considering the views from three parties.

- **Task View** Different tasks generally have different delay tolerance. When the delay expectation for a task is violated, its performance may degrade significantly. This would cause bad user experience, and thus a large performance cost. We take the term deadline as the bound of the tolerable waiting delay of a task. In reality, iPhone users are allowed to specify their delay tolerance per application to improve their experiences.
- **Application View** Users have different delay experiences for different applications. We take the term profile to describe how the performance will decay with the increase of delay corresponding to an application. For example, the profile can be in linear degradation form with the linear increase of delay.
- **User View** Different mobile users may have different performance expectation on different types of applications. We apply weight to represent a user’s preference on the performance of an application.
The performance degradation function \( \phi_u \) can be computed as:

\[
\phi_u(\text{delay}) = w_u \times f(\text{delay}) \times S(u)
\]

where \( S(u) \) denotes the data size in bytes of a task \( u \). The profile function \( f \) represents the sensitivity of an application to the delay, and the weight \( w_u \) represents the user’s preference on the application that generates \( u \). Denote \( t_d(u) \) as the deadline of a task \( u \), we can easily get the following property:

**Property 1.** Any \( \phi_u(\cdot) \) should satisfy the following conditions:

- \( \phi_u(0) = 0 \)
- If \( d_1 < d_2 \), then \( \phi_u(d_1) \leq \phi_u(d_2) \)
- If \( d_1 \leq t_d(u) - t_a(u) < d_2 \), then \( \phi_u(d_1) < \phi_u(d_2) \)

The first two conditions ensure that the function \( \phi_u \) captures the non-decreasing feature between the performance cost and task delay. The third condition reflects the cost associated with the violation of deadline, i.e., the user may have significantly worse experience thus higher performance cost.

Given \( \phi_u(\cdot) \) for all the tasks in the pending transmission task set \( U \), we can evaluate the total performance cost \( \Phi(U, t_s(U)) \) caused by the schedule \( t_s(U) \) as \( \sum_{u \in U} \phi_u(t_s(u) - t_a(u)) \).

**C. Energy Consumption for Data Transmission**

For any given size of data units, the *data transmission energy* depends on the product of two factors: the transmission power and the time taken to transmit one bit of data. Previous works [13], [16], [18] have already illustrated how these factors vary with the signal strength. We take the RSSI (Received Signal Strength Indicator) value, i.e., the signal strength to evaluate the wireless link quality as it can be easily acquired on modern mobile devices without additional cost. We exploit the results from [13] and our measurements to estimate the data transmission energy. We define the signal strength as a time-varying function \( \text{signal}(t) \). The function \( R_{\text{sig}}(\text{signal}) \) maps a received signal strength to the data rate value, and the power to generate the signal is denoted by \( P_{\text{sig}}(\text{signal}) \).

Let \( t_r(u) \) denote the transmission time consumed by a transmission unit \( u \) and \( t_e(u) \) denote the ending transmission slot that satisfies \( t_s(u) = t_s(u) + t_e(u) \). Suppose two data units \( u_1 \) and \( u_2 \) that already arrived in the buffer are scheduled to transfer one after the other, the total data transmission time consumed is \( t_r(u_1) + t_r(u_2) \) where each data unit takes the complete bandwidth resource for its transmission. Alternatively, the two can be transmitted concurrently with each using part of the bandwidth. In this case, the total data transmission time will remain the same. However, it would result in some performance loss since the completion time of one task gets longer. Therefore, to reduce the energy consumption and also to improve the transmission performance, it is more efficient to schedule all the data units sequentially. In other words, for any feasible solution \( t_s(U) \), when we sort \( u \) in \( U \) in the ascending order by \( t_s(u) \), we have \( t_s(u_i) \geq t_s(u_{i-1}) \), \( 2 \leq i \leq n \).

Denote \( \tau \in \mathbb{N}^+ \) as a discrete time slot and \( \Delta t_0 \) as the time length of one slot. Since the data of \( u \) will be transferred by consuming the data rate \( c(\tau) \) in each slot \( \tau \) from \( t_s(u) \) to \( t_e(u) \), we have the data size of the task \( u \) as

\[
S(u) = \sum_{\tau = t_s(u)}^{t_e(u)-1} c(\tau) \Delta t_0 = \sum_{\tau = t_s(u)}^{t_e(u)-1} R_{\text{sig}}(\text{signal}(\tau)) \Delta t_0
\]

Let \( E_{\text{trans}}(t_1, t_2) \) denote the data transmission energy consumed from the slot \( t_1 \) to \( t_2 \). If the data is transferred by consuming the transmission power \( P_{\text{sig}}(\text{signal}(\tau)) \) of the wireless interface in each slot \( \tau \) from \( t_1 \) to \( t_2 \), then the data transmission energy can be computed as

\[
E_{\text{trans}}(t_1, t_2) = \sum_{\tau = t_1}^{t_2-1} P_{\text{sig}}(\text{signal}(\tau)) \Delta t_0
\]

During time period \( \Gamma \), the total data transmission energy to transmit \( U \) by a schedule \( t_s(U) \) can be estimated as

\[
\tilde{E}_d(U, t_s(U), \Gamma) = \sum_{u \in U} E_{\text{trans}}(t_s(u), t_e(u))
\]

**D. Tail Energy Consumption Estimation**

In a UMTS network, radio resources are managed through RRC and a state machine is maintained for the radio. The state machine has three basic states: IDLE, DCH and FACH. Their radio power is denoted as \( p_{ID} \) and \( p_{P} \) respectively. The transition among different states is mainly determined by the data traffic conditions [5]. If the radio is at IDLE or FACH, the arrival of a data transmission unit will trigger it to promote to a higher power state DCH (the transitions IDLE → DCH and FACH → DCH are called PROM1 and PROM2 respectively, see Fig. 1). If there are no transmission tasks arriving and the radio remains inactive for a time duration, it will lead to an instant state demotion, either DCH → FACH or FACH → IDLE. The tail energy wasted during both the time durations (denoted by \( \delta_D \) and \( \delta_F \) respectively) can significantly impact the total energy consumption.

For accurate estimation of energy consumption, it is necessary to measure the above-mentioned parameters. We follow the measurement schemes proposed in [5] to find these parameters. The measurement is conducted in a UMTS network in China (CHN-CUGSM) and we use a smartphone (Google
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**TABLE I. Parameters of Different RRC States**

<table>
<thead>
<tr>
<th>State</th>
<th>DCH</th>
<th>FACH</th>
<th>PROM1</th>
<th>PROM2</th>
</tr>
</thead>
<tbody>
<tr>
<td>( p(\text{mW}) )</td>
<td>732.826</td>
<td>388.880</td>
<td>557.708</td>
<td>423.625</td>
</tr>
<tr>
<td>( \delta(\text{s}) )</td>
<td>3.287</td>
<td>4.024</td>
<td>2.114</td>
<td>1.039</td>
</tr>
</tbody>
</table>
Nexus S) as the test platform. Fig. 1 is an example of the power at different states and Table I lists the detailed measurement results. The parameters recorded in Fig. 1 correspond to the total device power and we take power at IDLE state as the base to get the radio power.

Let $T$ denote one complete tail time, i.e., the sum of $\delta_D$ and $\delta_F$. Let the set of transmission tasks $U = \{u_i | 1 \leq i \leq n\}$ be sorted in the ascending order by $t_s(u)$ of each task $u$. The total tail energy consumption during the transmission of $U$ according to a schedule $t_s(U)$ within a given period $\Gamma$ can be estimated in a fine-grained way as

$$E_t(U, t_s(U), \Gamma) = \sum_{2 \leq i \leq n} E_{tail}(\Delta_t) + E_{tail}(T) \quad (6)$$

where $\Delta_t = t_s(u_i) - t_e(u_{i-1})$ and

$$E_{tail}(t) = \begin{cases} p_D \cdot t & \text{if } 0 \leq t \leq \delta_D \\ p_D \cdot \delta_D + p_F(t - \delta_D) & \text{if } \delta_D < t \leq \delta_D + \delta_F \\ p_D \cdot \delta_D + p_F \cdot \delta_F & \text{otherwise.} \end{cases}$$

E. Optimization Problem

Our objective is to find a schedule $t_s(U)$ that can minimize the total energy consumption for transmitting data in $U$ with the total performance degradation constrained below an upper-bound (denoted by $\Phi$) during a given time period $\Gamma$. That is

$$\sum_{u \in U} \phi_u(t_s(u) - t_a(u)) \leq \Phi, \quad (8)$$

A higher performance bound suggests a longer tolerable delay, which would provide more opportunities to transmit traffic in batch to reduce the tail energy cost. Based on (5) and (6), the total energy consumption can be calculated as $E(U, t_s(U), \Gamma) = E_d(U, t_s(U), \Gamma) + E_t(U, t_s(U), \Gamma)$.

Then the optimization problem is formulated as

$$\min E(U, t_s(U), \Gamma) \quad (9)$$

subject to Constraints (1), (6), and (8).

Theorem 1. Computing an optimal solution for the hybrid energy optimization problem in (9) is NP-hard.

By constructing a specific problem instance, we can transform the NP-hard partition problem [19] into our problem. See the detailed proof in our technical report [20].

III. SCHEDULING ANALYSIS AND DESIGN

In this section, we will introduce our scheduling analysis and solution design on the hybrid energy optimization problem.

A. Performance-aware Energy Scheduling Design

As finding the optimal solution of the hybrid energy problem is NP-hard in Theorem 1, it is difficult to be applied in the practical environment. Instead, we design an online scheduler, called PerES (Performance-aware Energy Scheduler), which can be easily run in the practical system. It will take into account the user requirements on performance for different applications and ensure stable system performance under dynamic user traffic and variation of wireless link quality.

1) Online Optimization: In our scheduling design, the online scheduler requires no future information of the traffic. It makes the scheduling decision in each time slot to obtain the long-term benefits, i.e., optimizing both the energy and performance in a long enough time scale ($\Gamma \rightarrow \infty$). We derive the practical optimization scheme as follows.

Define $PW(\tau)$ and $PD(\tau)$ as the energy consumed and performance cost in the time slot $\tau$ respectively. Let $PW(t)$ and $PD(t)$ define the time-average power consumption and the time-average performance degradation on user experience within a time period $t$ respectively, we have

$$PW(\Gamma) = \frac{1}{\Gamma} \sum_{\tau=0}^{\Gamma-1} PW(\tau) = \frac{1}{\Gamma} E(U, t_s(U), \Gamma) \quad (10)$$

$$PD(\Gamma) = \frac{1}{\Gamma} \sum_{\tau=0}^{\Gamma-1} PD(\tau) = \frac{1}{\Gamma} \sum_{u \in U} \phi_u(t_s(u) - t_a(u)) \quad (11)$$

where $\Gamma$ is the scheduling period.

Define $\Omega$ as the user requirement on the maximum tolerable time-average performance cost of all applications. Then the following performance condition should be satisfied:

$$PD(\Gamma) \leq \Omega \quad (12)$$

Based on (9), replace the objective $E(U, t_s(U), \Gamma)$ with $PW(\Gamma)$, and the performance condition (8) with (12), the online optimization could finally be formulated as:

When $\Gamma \rightarrow \infty$,

$$\min \frac{PW(\Gamma)}{\Omega} \quad (13)$$

subject to Constraints (1) and (12).

2) Group classify: To take into account the performance metric in our scheduling, we first classify applications into $n$ groups $G = \{G_1, G_2, ..., G_n\}$. The group is classified by two properties: the form of profile function (decided by application profiles) and the performance weight (decided by user preference). If two tasks share the same properties, then they belong to the same group. Generally, the same type of applications are classified into one group.

3) Delay-aware queue management: Generally, the delay sensitivity of a task is reflected by its deadline. A smaller deadline often implies an application has higher delay sensitivity. Tasks with the same deadline can be put into one group and inserted into one of $m$ queues based on their current delay. A queue $q_{ij}$ corresponds to one delay-level $j$ from group $i$. The delay-level interval is defined as $d_i/\theta$ where $d_i$ denotes the deadline of tasks from group $i$, and $\theta$ is the delay granularity of dividing the group tasks into queues and also the granularity considered by the scheduler. Note that $m$ is large enough so that the $m \times d_i/\theta$ is the maximum waiting delay that users can tolerate for any task in the buffer. If the delay value of a task $u$ from group $i$ is between $d_i/\theta \times (j-1)$ and $d_i/\theta \times j$, it will be put in $q_{ij}$; when its delay increases to exceed $d_i/\theta \times j$, it will be popped out of $q_{ij}$ and be pushed into the next delay-level queue $q_{i(j+1)}$. The scheduler will take the delay level as
Algorithm 1 RAA: Rate Allocation Algorithm

Input: $V$, $t$ // the current time slot
Output: $\mathbb{R}_m$ // the data rate allocation set
1. Update the delay-level queues by (15)
2. for each queue $q_{ij}$ do
3. $r_{ij} \leftarrow 0$
4. compute $A_{ij}$ by (19)
5. end for
6. $R_t \leftarrow R_{sig}(t)$
7. Sort the $q_{ij}$ in the descending order of $A_{ij}$ as $Q$
8. while $R_t > 0$ and $Q \neq \emptyset$ do
9. Pop the $q_{ij}$ in $Q$ who has the largest $A_{ij}$
10. $r_{ij} \leftarrow \min\{\text{Size}(q_{ij}), R_t\}$
11. $R_t \leftarrow R_t - r_{ij}$
12. end while
13. Get the rate allocation set $\mathbb{R}_m = \{r_{ij}\}$ and compute the objective $D_m$ with $V$ by (18)
14. if $D_m \leq 0$ then
15. Set all the elements in $\mathbb{R}_m$ to 0
16. end if
17. return $\mathbb{R}_m$

the reference to determine the transmission sequence and time, i.e., the delay of tasks in $q_{ij}$ is taken as $d_{ij}/\theta \times j$. Define the length of the minimum time unit as $\ell_t$. If the delay-level interval $d_{ij}/\theta$ equals $\ell_t$, then $d_{ij}/\theta \times j$ is equivalent to the accurate task delay. Let $F(D(q_{ij}))$ denote the performance cost per byte of queue $q_{ij}$, i.e., $F(D(q_{ij})) = \phi_u(D(q_{ij}))/\text{Size}(q_{ij})$ where $D(q_{ij}) = d_{ij}/\theta \times j$ is the task delay in $q_{ij}$ and $\text{Size}(q_{ij})$ is the total data size of tasks in $q_{ij}$.

After the division of delay-level queues, the scheduler needs to decide the transmission rate for each queue in each time slot based on the current information. Denote $\gamma_{ij}(t)$ as the transmission task arriving rate for queue $q_{ij}$, and $r_{ij}(t)$ as the transmission rate allocated for queue $q_{ij}$ at time slot $t$. When the application tasks arrive at the scheduler’s buffer, their delay is zero and thus the tasks from applications will arrive only at the first delay-level queue $q_{1i}$. Therefore, $\gamma_{ij}(t) = 0$ when $j > 1$. Denote $PD_{ij}(t)$ as the total performance cost of the tasks in queue $q_{ij}$ in time slot $t$, we have

$$PD_{ij}(t+1) = PD_{ij}(t) - \varphi_{ij}(t) \times r_{ij}(t) + O_{ij}(t) + \varphi_{ij}(t) \times (\gamma_{ij}(t) + L_{ij}(t))$$

(14)

where $\varphi_{ij} \triangleq F(d_{ij}/\theta \times j)$, while $O_{ij}(t)$ and $L_{ij}(t)$ denote the size of the tasks that are popped out of and pushed into the current queue $q_{ij}$ at time slot $t$ respectively. Note that $\sum_{j=1}^{m}L_{ij}(t) = \sum_{j=1}^{m}O_{ij}(t)$. By summing up the index $j$ in (14), we have

$$PD_i(t+1) = PD_i(t) - \sum_{j=1}^{m} \varphi_{ij}r_{ij}(t) + \varphi_i \gamma_i(t)$$

(15)

where $PD_i(t) \triangleq \sum_{j=1}^{m} PD_{ij}(t)$ and $\gamma_i(t) \triangleq \sum_{j=1}^{m} \gamma_{ij}(t)$.

4) Rate Allocation: In this part, we describe our PerES’s rate allocation algorithm (called RAA). Following the Lyapunov framework [21], our Lyapunov function is defined as $L(t) \triangleq \frac{1}{2} \sum_{i=1}^{n} (PD_i(t))^2$. Denote the vector $\overrightarrow{PD}(t) \triangleq \{PD_{ij}(t)|1 \leq i \leq n, 1 \leq j \leq m\}$ as the performance cost of each queue at time $t$. Then the one-step Lyapunov drift $\Delta(t)$ is defined as:

$$\Delta(t) \triangleq \mathbb{E}\{L(t+1) - L(t)|\overrightarrow{PD}(t)\}$$

(16)

We add the energy minimization objective into the Lyapunov drift by the drift-plus-penalty form $\Delta(t) + \mathbb{V}\mathbb{E}\{PW(t)|\overrightarrow{PD}(t)\}$ and generate the following lemma:

**Lemma 1.** Assume that the data arrival process $\lambda(t)$, and the transmission process $\bar{u}(t)$ have finite expectation, i.e., $\exists$ constants $A$ and $U$ such that $\mathbb{E}\{\lambda(t)\} \leq A$ and $\mathbb{E}\{\bar{u}(t)\} \leq U$.

We have

$$\Delta(t) + \mathbb{V}\mathbb{E}\{PW(t)|\overrightarrow{PD}(t)\} \leq B - \mathbb{V}\{PD_i(t)\mathbb{E}\{\sum_{j=1}^{m} \varphi_{ij}r_{ij}(t)|\overrightarrow{PD}(t)\}\}$$

$$\leq V \times PW(t) |\overrightarrow{PD}(t)| + \sum_{i=1}^{n} [PD_i(t) \cdot \varphi_i \gamma_i(t)]$$

(17)

where $B \triangleq \frac{1}{2} (\sum_{i=1}^{n} \sum_{j=1}^{m} \varphi_{ij}^2 \cdot U^2 + (\sum_{i=1}^{n} \varphi_i^2) \cdot A^2)$ and $\varphi_{ij}$ is a positive constant.

By applying (15) into the Lyapunov drift (16), we can obtain the fact of (17). See the detailed proof in [20]. Based on the Lyapunov design principle, the optimal scheduling decision is to minimize the drift-plus-penalty expression in each time slot. PerES minimizes the RHS of (17) to guarantee the performance stability with the minimal power consumption:

$$Max D(t) = \sum_{i=1}^{n} [PD_i(t) \times \sum_{j=1}^{m} \{\varphi_{ij} \times r_{ij}(t)\}$$

$$- V \times PW(t)$$

s.t. $\sum_{j=1}^{m} r_{ij}(t) \leq c(t)$

$$0 \leq r_{ij}(t) \leq \text{Size}(q_{ij})$$

(18)

where $c(t)$ is the bandwidth of the wireless link at time $t$. Note that the rate allocation constraints embed the bandwidth competition among different applications.

As Algorithm 1 illustrates, RAA first updates the performance degradation $PD_i(t)$ of all the queues by (15) and initializes the initial rate allocation set to all zeros. By solving the linear programming problem (18), RAA achieves the optimal rate allocation set $\mathbb{R}_m = \{r_{ij}|i = 1, 2, 3, ..., n; j = 1, 2, 3, ..., m\}$ with the following procedure. First, compute the weight $A_{ij}$ of each queue:

$$A_{ij} = PD_i(t) \times \varphi_{ij} = PD_i(t) \times F(d_{ij}/\theta \times j)$$

(19)

Next, the total bandwidth $c(t) = R_{sig}(t)$ is allocated to the queues in the descending order of $A_{ij}$ until it is completely allocated as lines 6-12 in Algorithm 1 show.

After rate allocation for delay-level queues, RAA computes the objective function value $D_m$ by applying the rate allocation set $\mathbb{R}_m$ into the objective function of (18). For a quick
Algorithm 2 PerES: Performance-aware Energy Scheduler

Input: $\Omega$, $t$ //the current time slot
Output: Real-time Scheduling Decision
   {// Set the control parameter $V$ using SVA (line 1-10)
1: if $t$ equals 0 then
2:    $V(t) = 0$
3: else
4:    calculate $\mathcal{PD}(t)$ by (11)
5:    if $\mathcal{PD}(t) < \Omega$ then
6:       $V(t) = V(t - 1) + \delta$
7:    else
8:       $V(t) = V(t - 1)/2$
9:    end if
10: end if
11: // Allocate rate for queues using RAA
12: Call RAA($V(t), t$) (Algorithm 1) to get $\mathbb{R}_m$
13: Allocate data rate to each queue $q_{ij}$ by $\mathbb{R}_m$ for data transferring

computation for this control decision, $PW(t)$ can be computed as the sum of data transmission energy and tail energy:

$$PW(t) = P_{sig}(t) \times \left\{ \sum_{i=1}^{n} \sum_{j=1}^{m} r_{ij}(t) / c(t) \right\} + ET_{tail}(\Delta t')$$ (20)

where $\Delta t' = t - t_{last}$ and $t_{last}$ denotes the last time slot that transfers data. If $D_m \leq 0$, then the rate allocation set $\mathbb{R}_m$ is set to all zeros.

As Algorithm 2 shows, PerES makes the scheduling decision in each slot. It first determines the control parameter $V$, and then calls RAA to set the rate allocation $\mathbb{R}_m$. PerES serves all the queues by $\mathbb{R}_m$ for data transferring. If all the elements in $\mathbb{R}_m$ equal zero, then PerES keeps all the queues waiting.

B. Bound and Convergence Analysis of PerES

Theorem 2. Assume that the data arrival rate is strictly within the network capacity region, and the online scheduling decision (18) is applied by PerES at each time slot. For any control parameter $V > 0$, the time-average power consumption $\mathcal{PW}_\infty$ and time-average performance cost $\mathcal{PD}_\infty$ satisfy that:

$$\mathcal{PW}_\infty = \lim_{\Gamma \to \infty} \frac{1}{\Gamma} \sum_{\tau=0}^{\Gamma-1} \mathbb{E}\{PW(\tau)\} \leq P^* + \frac{B}{V}$$ (21)

$$\mathcal{PD}_\infty = \lim_{\Gamma \to \infty} \frac{1}{\Gamma} \sum_{\tau=0}^{\Gamma-1} \mathbb{E}\{PD(\tau)\} \leq \frac{B + VP^*}{\varepsilon}$$ (22)

where $B$ and $\varepsilon$ are positive constants. $P^*$ is the theoretical optimal time-average power consumption.

Based on Lemma 1 and the similar method for deriving Lyapunov bounds in [14], [21], we could obtain the fact of (21) and (22). See the detailed proof in our technical report [20].

Inspired by Theorem 2, we could solve the online optimization problem (13) in the following way. For any given user requirement $\Omega$, if we could find a proper $V$ value that makes the system work with a time-average performance cost close to but within $\Omega$, then according to (22), $V$ is maximized to meet the performance constraint, while according to (21), the upper bound of the time-average power consumption is minimized to its optimal value. The traditional way of solving this convergency problem falls into the region of calculating a magic number of $V$ based on some heuristic information, such as the method proposed in [14], or assuming a nice range of $V$ that is possible to apply [15]. However, it is difficult to analyze the performance and hard to apply these conventional schemes in a practical and complex mobile environment.

We design a dynamic scheme, called SVA (Self-adaptive V Algorithm) to handle this tough issue in a practical and fast way. As the lines 1-10 in Algorithm 2 show, the SVA monitors the current time-average performance cost value $\mathcal{PD}$. When it is lower than the user requirement, then SVA increases the $V$ linearly; otherwise, SVA cuts the $V$ value down to a half. The intuition behind SVA comes from the congestion avoidance scheme utilized by the TCP protocol. The AIMD (Additive Increase Multiplicative Decrease) is primarily designed for the TCP window to converge to a value that gets the system work close to but within the congestion bound, thus the throughput is maximized. Our experiment validates that using the AIMD scheme in our system could also enable a fast convergency to the required performance bound, and thus the time-average power consumption is minimized to its optimal bound.

IV. EVALUATIONS

A. Evaluation Setup and Methodologies

We implement PerES as a traffic management application by utilizing IPTABLES (a system tool in Android) to redirect and buffer the transmission tasks generated from other network applications on a smartphone (Google Nexus S). We monitor the signal strength of the cellular network interface and then measure the energy consumption and performance metrics. To acquire the transmission rate and power under different signal strength, we take the phone to record 3G signal traces in 20 different places of Tsinghua University. The power value is measured by the Monsoon Power Monitor device. We find that the power $P_{sig}$ (mW) and the data rate $R_{sig}$ (kBps) could be fitted as a linear function with the signal strength [13], [16]: $P_{sig}(t) = -25 * \text{Signal}(t) - 1030.9$ and $R_{sig}(t) = 2.667 * \text{Signal}(t) + 293.73$. We evaluate the performance of scheduling algorithms through simulations over a period $\Gamma$ of 10000 time slots (one second as one slot). The signal is a sine function in the range of $-50$dBm to $-110$dBm with a random interference between $-10$dBm and $10$dBm, and its period is set to 500 time slots. The task arrives following...
a Poisson Distribution, and the average arrival interval of the tasks is set as their waiting deadline to capture the features of applications that have periodic updates. The data size of one task is set as a random variable in (0, 500) kBytes. The linear coefficient δ of SVA is set to 0.001. The detailed application settings are shown in Table II.

We analyze the impact of various parameters listed in Table IV. During the simulation, when one factor is changed, other factors are set to their default values. We evaluate four representative profile functions in Fig. 2. All functions satisfy Property 1, but have different forms before and after the deadline. Function \( f_1 \) captures the features of the multimedia streaming applications that can prefetch and buffer for some transmission frames, thus users will not experience the performance loss caused by the task delay until certain deadline is violated. Function \( f_2 \) captures the features of the email applications that will not trigger the users' concerns until certain user tolerance time is violated, and then cause worse experience if further delay is introduced. Function \( f_3 \) captures the features of the SNS applications that have periodic updates of servers' information, thus will cause increasing performance cost on experience with delay. When the deadline is violated, it keeps as a constant value because a user will receive the next query task to get the updates. Function \( f_4 \) captures the features of the real-time applications like network games that will cause worse user experience with increased information delay. Each data point recorded in our simulation results is the average value over 20 random problem instances.

For comparative analysis, four non-predication based online schedulers are evaluated, i.e., TailEnder [8], SALSA [14], eTime [15] and our PerES. TailEnder is a const-setting-based online scheduler while the other three are designed under the Lyapunov optimization framework. Table III shows their different features. They represent the consideration for signal strength impact, different granularity of tail energy counting, deadline awareness, application profiles, user preference and convergence scheme separately. For each problem instance solved by eTime and SALSA, we set their \( V \) parameter (the trade-off parameter in Lyapunov framework) following their rules introduced in [14], [15]. Their multi-interface selection is limited to the cellular network interface only. Moreover, we develop the E-P panel to compare the scheduling optimality for the total energy consumption \( E \) and performance degradation \( P \) (\( \sum_{\tau=0}^{\infty} PD(\tau) \)) under different settings. In the E-P panel, each set of points for schedulers is acquired by linearly increasing the parameter \( V \) of SALSA, eTime and the \( \Omega \) of PerES in equal phase, and there is no parameter change in TailEnder. We fit a trend curve for each set of points acquired by one scheduler.

We evaluate the tail energy and data transmission energy for energy metrics, and the deadline-violation ratio, normalized average delay and average throughput for performance metrics. The deadline violation ratio denotes the total size of tasks whose delay exceeds their deadline divided by the total data size. The normalized average delay \( \bar{D} \) denotes the sum of weighted (normalized preference weight) delay of all tasks divided by the total data size of all tasks: \( \bar{D} = \frac{\sum_i w_i \times Delay_i \times Size_i}{\sum_i Size_i} \). The average throughput denotes the size of data transferred over the given simulation period.

B. Parameters Analysis

1) Impact of the Delay-granularity Setup: As Fig. 3 shows, we test four levels of accuracy setting for the E-P panel. As \( \theta \) increases, the delay granularity for scheduling decreases. We can find that, from \( \theta = 5 \) to \( 10 \), the performance has a big improvement, and the energy consumption decreases faster with the performance degradation for \( \theta = 10 \). When the granularity further decreases, i.e., \( \theta = \{10, 50, 100\} \), and performance does not have significant change. In the following, we set \( \theta = 10 \) to achieve the best balance between the overhead of queue management and the good performance of scheduling.

2) Dynamic vs. Static Schemes: As Fig. 4 shows, we set four levels of time-average performance requirement \( \Omega \) between 0.2 and 0.8. In our study, for a given \( \Omega \) setting, the static strategy uses the optimal static \( V \) value obtained by adjusting the \( V \) value in the experiment to make the time-average performance degradation converge to \( \Omega \) exactly, and keeps the \( V \) value as a constant during the scheduling. We find that SVA (dynamic strategy) converges to the performance target 2-5 times faster than that of the static strategy. We can see that larger performance requirement \( \Omega \) implies larger room for energy optimization. Furthermore, for the same performance requirement, a faster convergence speed of SVA results in higher energy efficiency than the static strategy during a specified scheduling period. Therefore, our dynamic scheme can react fast to the change of user requirements.

3) Profile Functions: As Fig. 5 shows, we evaluate schedulers in E-P panels with different profile functions listed in
The default scheduling scheme on mobile devices, called SALSA, helps to improve its performance but limits the room for its energy optimization. TailEnder schedules the transmission mostly around the deadline. This and 4 times that of the SALSA do not consider the tail energy in its decision. Further, because TailEnder is not aware of the signal variation, its data transmission energy is on average twice that of other schedulers. PerES’s energy efficiency is similar to eTime and performs the best under different traffic conditions. In Fig. 6(b), since both PerES and TailEnder are aware of the task deadline, they have less normalized average delay than eTime and SALSA.

2) Task Deadline Impact: In Fig. 7(a), when the deadline is small, both TailEnder and PerES achieve smaller average delay. However, when the deadline is large enough, they will generate larger average delay than SALSA and eTime. As SALSA and eTime are not deadline-aware, they generate a stable average delay. However, TailEnder and PerES intend to transfer tasks closer to their deadline to increase energy efficiency, thus have higher delay when the deadline increases. The delay of PerES increases much slower than that of TailEnder. In Fig. 7(b), the deadline violation ratio of four schedulers decreases with increasing task deadline as expected. PerES achieves the lowest deadline violation ratio when the deadline is small and keeps a stable output when it turns large.

3) Weight Impact: The normalized average delay represents the delay from the user preference view. In Fig. 8(a), the normalized average delay of SALSA, eTime and TailEnder increases with the maximum preference weight while PerES keeps a low and stable value. This is because they do not consider the user preference in different tasks. In Fig. 8(b), the throughput of PerES is also the lowest and decreases when the preference weight increases. A high preference weight indicates that user cares more about the application performance (delay in the case evaluated) and the applications with higher weight will be given higher priority for transmissions. This could optimize the user experience on their preferred applications at the cost of the overall throughput reduction and additional delay of other applications. More extensive comparative results on other factors can be found in our technical report [20].
D. Real-Traffic Application

We analyzed a large traffic flow trace from 99 collection points by a 3G UMTS carrier in China on January 10, 2013. The trace data capture about 821 million flow records (1.2 Terabytes). Each record corresponds to the information of one flow which contains the user IP, server IP, flow time stamps, uploading and downloading data size but without any user data. Normally, the same user IP corresponds to one specific user within some time window. To simplify the process, we set the time window as one day. We consider the uploading data in one flow as one task generated from network applications on mobile devices and the same server IP as one specific application.

As Fig. 9 shows, we first analyze the task size distribution in the traffic trace data. We randomly choose one collection point and pick the top 5 users that have the largest number of flows in one day for user-specific distribution. Then we derive the flows of all users collected by all collection points in one day for a general distribution. We can find that, most users have the similar task size distribution, and small-data size account for a major portion of the trace, i.e., above 90% of tasks have their data size smaller than 6 kBytes. This gives us the insight that most users have frequent task arrivals with a small data size, which will lead to a large fraction of tail energy.

As Fig. 10 shows, we randomly select 20 collection points and pick the top 5 users who own the largest number of flows in each collection point in one day. For each user, we select the top 5 applications that have the largest number of flows communicated with the user, and randomly select the signal trace in one day from the traces collected by real mobile users for 10 days. For the task flows of each user, we run the default scheme Immediately and our PerES implemented with different levels of performance requirement $\Omega$ on the phone for 100000 time slots respectively. On average for each user, in the case $\Omega = 0.01$, PerES achieves totally 32% energy savings (tail energy reduction by 32.5%) with the normalized average delay as 20s and the deadline violation ratio as 0.22; in the other case $\Omega = 0.04$, PerES achieves totally 56% energy savings (tail energy reduction by 60.7%) with the normalized average delay as 57s and the deadline violation ratio as 0.31.

V. CONCLUSION AND FUTURE WORK

In this paper, we propose an adaptive online scheduling algorithm to improve the energy efficiency of mobile devices in cellular networks while also considering user performance need. Different from existing work, we formulate the application performance degradation problem on user experience and build a comprehensive metric to capture the impact of different performance factors and user preference. Evaluation results demonstrate the effectiveness of our proposed schemes in achieving higher performance over peer schemes. We further validate the high energy efficiency of our proposed scheduling algorithm under different user experiences through trace data collected. In the future work, we will investigate other methods for the global-optimal solution as a reference.
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