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Detection and Defense of Cache Pollution
Based on Popularity Prediction in Named Data

Networking
Lin Yao, Yujie Zeng, Xin Wang, Ailun Chen and Guowei Wu

Abstract—Named Data Networking (NDN) as one of the most promising information-centric networking architectures can improve the
network performance by supporting the large scale content distribution. However, the use of in-network caching mechanism increases
the opportunity of cache pollution attack, where the attackers intend to reduce the cache hit of legal users by releasing fake requests to
fill the precious cache with non-popular contents. To prevent the degradation of network performance caused by such an attack, it is
becoming particularly important to detect the attack and then throttle it. In this paper, we propose a detection and defense scheme with
the help of grey forecast, which can effectively exploit the regularity of past Interests and popularity by comprehensively considering
three major factors to predict the future popularity of each cached content. If the predicted popularity of any content differs too much
from the actually calculated one in several consecutive slices, the pollution attack will be determined. Once the attack is detected, the
defense will be taken by suppressing the popularity increase of the suspicious content to mitigate the damage of the pollution attack.
We also consider a special case, where there exists a sudden burst of traffic from legal users that cannot be simply dropped. The
simulations in ndnSim indicate that our proposed method is effective in detecting and defending the pollution attack with higher cache
hit, higher detecting ratio, and lower hop count compared to other state-of-the-art schemes.

Index Terms—Cache Pollution Attack; Grey Prediction; Popularity Prediction; NDN

F

1 INTRODUCTION

NAMED Data Networking (NDN) is one of five projects
funded by the U.S. National Science Foundation under

its Future Internet Architecture Program [1], and is one of
the most promising information-centric networking archi-
tectures. Different from the current host-centric network, a
user in NDN does not care where the content comes from,
but is only interested in what the content is. Instead of
routing a packet based on its destination IP address, a router
in NDN routes the incoming packet following its inside
content name. In order to alleviate the traffic pressure on
the network bandwidth and make full use of the network
resource, a common approach of NDN is to provide the in-
network caching to speed up content distribution [2]. To
obtain a content, the pull-based mode is implemented in
NDN. An Interest packet can be sent by a user to request
contents. In Fig. 1, the Interest packet is forwarded until it
arrives at a content provider R1 which sends Data packet
towards the requester along the reverse path of the Interest.
R4 and R6 decide whether to cache the Data packet based
on their cache replacement policies.

Though the ubiquitous in-network caching can improve
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Fig. 1: Data path in NDN

the network performance by reducing the delay of content
retrieval, the pervasive caching is subject to cache pollution
attack [3] [4]. Under the pollution attack, an adversary inten-
tionally sends a large number of Interests for non-popular
data, with an aim of compromising the caching balance
and thereby tricking NDN routers into caching non-popular
contents. As a result, the quality of service for legal users is
degraded. There are two types of cache pollution attack [5]:
Locality-Disruption Attack (LDA) and False-Locality Attack
(FLA). A locality-disruption attacker continuously generates
Interest packets for different non-popular contents, and
fills the cache buffer with these unpopular contents to
degrade the caching performance. A false-locality attacker
repeatedly requests a specific set of non-popular contents
to replace the popular contents. Both FLA and LDA aim to
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degrade the hit ratio. In FLA, an attacker needs to infer the
distribution of popular contents by sniffering the Interests of
legitimate users. In LDA, an attack can be made successfully
by requesting the contents with the uniform distribution
without knowing the distribution of popular contents.

1.1 Motivation

It is critical to detect and throttle LDA and FLA. Some cache
replacement algorithms such as LFU remove the least fre-
quently requested content whenever the cache is overflow,
which may help to alleviate the impact of LDA but are
ineffective in preventing FLA [6]. Thus we mainly focus on
dealing with FLA in this paper.

Some efforts have been made in recent years to address
this issue. Generally, each NDN router stores statistics on
incoming requests and sets some thresholds such as the
number of repeated requests and the ratio of the number of
repeated requests to the number of cache hits. If any given
threshold is exceeded, FLA is considered to exist [7]. Some
approaches detect FLA based on the cache replacement
policy [3] [7], where the relationship between the inherent
characteristics of the cached content and the content type
(i.e., attack or non-attack) is considered. The path diversity
of Interest packets is also exploited to detect the attack
because the requests from attackers are unlikely to traverse
as many different paths as the requests from legal users [8].

Despite the various efforts in detecting FLA, most of
them do not consider the defense technique once FLA is
detected and the subsequent requests from malicious users
are simply discarded [5] [7] [9]. Furthermore, most of works
have ignored a special case that a large number of users
suddenly become interested in some non-popular data such
as the old songs of a singer that becomes famous over night.
In this situation, these requests should be considered as the
legal packets rather than the malicious ones. For example,
the Nobel prize on Literature was awarded to Bob Dylan in
2016, and he became the first musician awarded with the
Novel prize. The news came as a surprise to people in the
world. Then, some of his songs at TheTopTens such as “Blow
in the Wind” and “Like a rolling stone” received a large
number of hits suddenly. Without the capability of handling
this kind of burst requests, the network performance can
be significantly compromised. Therefore, appropriate defen-
sive measures should not only reduce the extent of damage
from FLA but also meet the requirements of legal users’
requests.

1.2 Contributions and Organization

Considering the above challenges, we propose a detection
and defense scheme of FLA based on Grey Prediction
(FLAGP) for NDN. Different from the literature work on
pollution detection which considers either only a specific
factor or different factors independently, we design an
algorithm that an NDN router can effectively predict the
popularity of each cached content with grey theory by fully
exploiting the past patterns of Interests and popularity of
each cached content. FLA is then determined based on
the difference between the predicted popularity and the
computed value when the subsequent Interests are received.

Given all the above considerations, this paper has the fol-
lowing contributions:

(1) To the best of our knowledge, we are the first to
determine FLA according to the popularity differ-
ence between the predicted value and the actual
one. To more accurately predict the popularity of
a cached content, we design a function that can
effectively integrate three types of statistics (request
ratio, variance of repeated interests and standard
deviation of request intervals) into one metric, with
the three associated series predicted based on the
grey prediction model GM(1, n) [10].

(2) We are the first that controls the popularity increase
to defend against FLA.

(3) We are the first to consider the special case that a
large number of users suddenly become interested
in some non-popular contents.

(4) FLAGP is compared with two other state-of-the-art
pollution attack detection schemes CPMH [7] and
LMDA [6], and the extensive simulations show that
our scheme can achieve up to 50% higher detection
ratio, 12.04% lower cache hit miss.

The rest of this paper is organized as follows. Section
II reviews related work. In Section III, network model,
problem statement, and grey prediction are introduced. The
details of our proposed FLAGP scheme are presented in
Section IV. We evaluate FLAGP and compare it with other
schemes in Section V. Finally, we conclude our work in
Section VI.

2 RELATED WORK

Though the work on cache pollution attack has been pro-
posed for Internet in [11] [12], only recently, researchers are
drawn attention to cache pollution attack in the emerging
NDN environment. There are two types of cache pollution
attack: Locality-Disruption Attack (LDA) and False-Locality
Attack (FLA). For more complete reviews, we discuss liter-
ature studies related to both, but we only consider FLA in
this paper.

FLA-based Most approaches detected FLA based on the
related statistics of the received Interests. In [7], Mauro et al.
first proved that the cache pollution attack was a realistic
threat in the large-scale NDN deployment and designed
a detection scheme based on the change of probability in
requesting a cached content. In [3], FLA was detected based
on the goodness value of each content which was calculated
from the cached content’s longevity, access frequency and
the corresponding hit ratio. If the goodness value was equal
to a certain threshold value, FLA would be detected. Some
monitoring nodes close to clients were selected to coopera-
tively record the network information such as the request
rate and the hit ratio to detect the pollution attack [13].
In [14], the coefficient of variation was proposed to quantify
the locality of each content. The lower the coefficient, the
higher the locality. The content popularity and locality were
combined to make caching decision so as to mitigate the
effect of pollution attack. Though attackers can make some
fake contents popular by frequently requesting them, they
cannot change the locality of each router which can reflect
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the degree of equilibrium distribution of all Interests. Some
approaches use the hierarchy of content name prefixes to de-
termine FLA, because they assumed the unpopular contents
requested by attackers had the same name prefixes. Flajolet-
Martin sketch [5] was adopted to distinguish between the
attack traffic and regular traffic by identifying prefixes of
unpopular contents. Similar to [5], each router could de-
termine FLA based on the prefixes requested by attackers
in [6]. In [8], the authors exploited the path diversity of
Interest packets to thwart FLA, with the assumption that
requests from attackers were unlikely to traverse as many
different paths as those from legal users.

LDA-based In 2012, Park et al. first proposed a detection
approach against the pollution attack for content centric
networking by using random checks [9]. In this scheme, the
incoming packets are aggregated into a matrix. When the
entropy of the matrix falls below a pre-defined threshold,
the attack will be detected. CacheShield [15] was designed
to detect LDA by exploiting the distinction of characteris-
tics between normal requests and malicious requests. The
schemes proposed in [3] [5] [7] can detect LDA too.

Summary- Compared with the detection and defense
schemes in the literature, to more accurately detect FLA, we
fully exploit the past patterns of Interests and popularity of
each cached content to predict the future content popularity
with grey theory. If the predicted popularity of any content
and the actually calculated one differ too much in several
consecutive slices, we can determine FLA. In order to sup-
press the excessive growth of popularity of those unpopular
contents requested by attackers, our defense algorithm can
dynamically adjust the content popularity by reducing the
popularity increase constant and thereby avoiding the pop-
ular contents being removed from the buffer. To better serve
the legitimate requests, our defense algorithm considers
a specific but often observed case where a large number
of users suddenly become interested in some non-popular
data. However, existing schemes on FLA or LDA detection
simply drop the suspicious packets or do not cache the
suspicious contents.

3 NETWORK MODEL AND GREY PREDICTION

In this section, we first introduce the network model and
then briefly introduce the grey prediction method.

3.1 Network Model
NDN is a significant common approach taken by several
future Internet research activities [16]. Its goal is to achieve
efficient and reliable content distribution, with the focus
on contents rather than the data carriers as done in con-
ventional communications. In NDN, all content objects are
identified by their names regardless of their locations and
sources. It has two major types of packets, Interest and
Data, which carry a name that identifies the content object
requested or transmitted. Usually, a name in NDN assumes
a hierarchically structure [1]. For example, a video produced
by DLUT may have the name /dlut/videos/dance.mpg,
where ”/” delineates the name components in text repre-
sentations, similar to URLs.

Each NDN node maintains three data structures, For-
warding Information Base (FIB), Pending Interest Table

(PIT ), and Content Store (CS), as shown in Fig. 2.CS keeps
a record of each cached content. PIT is a table that records
all the Interests that a router has forwarded but are not
satisfied yet. An Interest item in PIT contains the Interest
name, incoming interface(s), and outgoing interface(s). FIB
is a table for routing incoming Interest packets based on
their name prefixes. Once an Interest arrives at a router
with the requested content cached in its CS, it will reply
with the Data packet sent towards the interface receiving the
Interest. If the router does not have the requested content,
it will aggregate the incoming interface of the Interest into
PIT if the same Interest has been forwarded; Otherwise, the
Interest will be forwarded. When a Data packets is received,
if there is a matching entry in the FIB, the NDN router
decides whether to cache it based on its cache replacement
policy .

This information retrieving procedure makes NDN at-
tractive to use in-network caching to speed up content dis-
tribution and improve network resource utilization. How-
ever, when the adversary can know some non-popular
objects in advance by monitoring the request packets, the in-
network caching mechanism is vulnerable to the pollution
attack. By injecting a large number of requests for a small set
of non-popular objects into the NDN network, the adversary
attempts to waste precious cache resources of routers to
cache non-popular contents. This will reduce the cache hit
ratio for popular contents and increase the time delay for
legitimate users to get the requested content. To quantize the
attackers’ strategy, we adopt two parameters to launch FLA
in this paper, attacking power ratio ϕ and range ratio ξ [8].
The power ratio ϕ is a comparison between the number of
malicious Interest packets from attackers and the number
of normal Interest packets from legal uses. The range ratio
is denoted as ξ = |A|

Q , where A is the number of content
objects attacked, andQ is the total number of content objects
cached in each router. Based on these two parameters, we
can easily construct a false-locality attack and evaluate the
effectiveness of FLAGP in defending against FLA.

Problem Statement (Detecting and Defending FLA
effectively in NDN):

The goal of our paper is to detect the attack and then
throttle it. There are a few questions we would like to
answer. First, how to implement such an attack in NDN
using limited resources and apply it to a more practical and
complex network topology? How to distinguish between
the malicious and legal requests, and then to detect high and
low rate attacks with a high accuracy? Furthermore, how
to make proactive countermeasures effectively once FLA is
detected?

3.2 Grey Prediction

Grey system theory was first proposed in 1982 [17], where
Grey means that the quality is poor, incomplete, uncertain,
etc. The primary characteristic of a grey system is the
incompleteness of information. Grey system theory can be
applied to prediction, decision-making, etc. In grey theory,
each stochastic variable is considered as a grey number
that varies within a certain range and time, and the cor-
responding stochastic process is regarded as a grey process.
With Grey prediction, the future states of the system are
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Fig. 2: Data process in NDN

forecasted by excavating the hidden laws of the system
from unascertained characteristics of the original data se-
quences. Compared with methods such as those based
on the conventional linear statistical models and artificial
neural networks, the adoption of grey prediction theory can
alleviate the difficulty of modeling the nonlinear, stochastic
and highly non-stationary time series without requiring a
large number of training data and relatively long training
period [18].GM(1, 1) andGM(1, n) are two mainly existing
grey prediction models.

GM (1, 1) GM(1, 1) stands for a first order grey
model with one variable. Considering the original se-
ries X(0) = (x(0)(1), x(0)(2), ..., x(0)(m)) as a nonnega-
tive series and X(1) = (x(1)(1), x(1)(2), ..., x(1)(m)) as 1-
Accumulated Generating Operation (1-AGO) series of X(0),
where x(1)(k) =

∑k
j=1 x

(0)(j), k = 1, 2, ...,m holds and
the 1-AGO data of the original series X(0) are used as the
intermediate information by the grey prediction model [10].
Let Z(0) = (z(0)(2), z(0)(3), ..., z(0)(m)) be the sequence
generated from 1-AGO through the calculation of the mean
of adjacent neighbors. The basic form ofGM(1, 1) is defined
as:

x(0)(k) + az(1)(k) = b, (1)

where a is the development coefficient, b is the grey action
quantity [19] and z(1)(k) = 1

2 (x(1)(k) + x(1)(k − 1)), k =
2, 3, ...,m. a and b satisfy [a, b]T = (BTB)−1BTY , where
Y T = [x(0)(2), x(0)(3), ..., x(0)(m)] and B is a matrix shown
as follow:

B =


−z(1)(2) 1
−z(1)(3) 1

...
...

−z(1)(m) 1

 .
Based on Eq.(1), x(0)(k) can be predicted

x(0)(k) = β − αx(1)(k − 1), (2)

where α = a
1+0.5a and β = b

1+0.5a .
GM(1, 1) is a model constructed on a single sequence.

It uses only the behavioral sequence of the system without
considering any externally acting sequences.

GM(1, n) To obtain more accurate prediction, the pre-
diction model GM(1, n) was proposed in 1988 with n − 1

relative factors being acted as the series X(0)
2 , ..., X

(0)
n as-

sociated with the predicted series X
(0)
1 , where X

(0)
i =

(x
(0)
i (1), x

(0)
i (2), ..., x

(0)
i (m)), i = 2, 3, · · · , n. X(0)

1 repre-
sents the original series, X(0)

i is the data sequence of rel-
evant factors, X(1)

i is the 1-AGO of X(0)
i , i = 2, 3, · · · , n,

and Z(1)
1 is formed with the mean of the adjacent neighbors

of the sequence X(1)
1 [10]. GM(1, n) is defined as

x
(0)
1 (k) + az

(1)
1 (k) =

n∑
i=2

bix
(1)
i (k), (3)

where a and bi satisfy [a, b2, b3, ..., bn]T = (BTB)−1BTY .
Y T = [x

(0)
1 (2), x

(0)
1 (3), ..., x

(0)
1 (k)] and B is defined as

follows:

B =


−z(1)

1 (2) x
(1)
2 (2) ... x

(1)
n (2)

−z(1)
1 (3) x

(1)
2 (3) ... x

(1)
n (3)

...
...

...
...

−z(1)
1 (k) x

(1)
2 (k) ... x

(1)
n (k)


To predict X(0)

1 , we adopt the following steps:
Step (1): From Eq. (3), we can get

x
(0)
1 (k) =

n∑
i=2

βix
(1)
i (k)− αx(1)

1 (k − 1).

Step (2): Considering the correlation between the related
sequences, we use the other n − 2 associated sequences to
generate GM(1, n− 1) model and get X(0)

2 .

x
(0)
2 (k) =

n∑
i=3

βix
(1)
i (k)− αx(1)

2 (k − 1),

Similarly, we can get X(0)
3 , X(0)

4 ,..., X(0)
n .

Step (3): At last, we can get n models listed in Eq.(4),
where aj and bj,i in GM(1, n − j + 1) model satisfy
[aj , bj,j+1, bj,j+2, ..., bj,n]T = (BTj Bj)

−1BTj Yj with j =
2, 3, · · · , n− 1.



GM(1, n) : x
(0)
1 (k) + a1z

(1)
1 (k) =

∑n
i=2 b1ix

(1)
i (k)

GM(1, q) : x
(0)
j (k) + ajz

(1)
j (k) =

∑n
i=j+1 bj,ix

(1)
i (k)

(q = n− j + 1)

GM(1, 1) : x
(0)
n (k) + anz

(1)
n (k) = bn0

(4)
Then,X(0)

1 can be deduced from the following equations,
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

x
(0)
1 (k) =

∑n
i=2 β1ix

(1)
i (k)− α1x

(1)
1 (k − 1)

x
(0)
j (k) = (

∑n
i=j+1 βj,ix

(1)
i (k))− αjx(1)

j (k − 1)

x
(0)
n (k) = βn0 − αnx(1)

n (k − 1),

(5)

where αj =
aj

1+0.5aj
and βj,i =

bj,i
1+0.5aj

.

4 DETECTION AND DEFENSE OF CACHE POLLU-
TION BASED ON GREY PREDICTION

Our main research goal is to protect the NDN routers from
FLA. In this section, we first introduce our basic framework
and then elaborate the details of our FLAGP scheme.

4.1 Overview

As shown in Fig. 3, our FLAGP scheme includes two ma-
jor modules, used for detecting FLA and defending FLA
respectively. Under FLA, the adversaries select a subset of
non-popular contents and issue Interests for this subset. The
increase in the percentage of non-popular requests changes
the distribution of Interests compared with that under the
normal condition. As a result, the caches of NDN routers are
polluted by replacing popular contents with non-popular
ones. Detection aims to identify the Interests that are most
likely generated by attackers. Defense aims to reduce the
risk of FLA by controlling the fast popularity increment
of non-popular contents. FLAGP works with the following
basic steps:

Fig. 3: Architecture of our FLAGP

1) An NDN router periodically makes statistics on the
request ratio for the same content ci, the variance of
repeated Interests and standard deviation of request
intervals between two adjacent Interests for ci.

2) Periodically, each router computes the popularity
increment of ci based on the above statistics. If the
calculated value deviates significantly from the one
predicted by GM(1, n) model, we add ci into a
suspicious list.

3) If ci is judged as a suspicious content in the subse-
quent δ time slices, where a slice is a time period,
we can determine FLA is launched on ci.

4) Once FLA is detected, the defensive measure will be
taken by controlling the popularity increment.

In our scheme, we adopt GM(1, n) model to achieve
the popularity prediction. As discussed before, grey the-
ory mainly focuses on model uncertainty and information
insufficiency when analyzing and understanding systems
via research on prediction, decision making, etc. [18]. As
a comparison, the statistics models and neural network-
based approaches are too complex to be used in the time
series prediction that demands a great deal of training data.
Our detection model FLAGP can be considered as a grey
system. GM(1, n) uses accumulated generation operations
to build Eq.(4) and Eq.(5). One of its significant characteristic
is to consider the correlation between the input sequences.
Besides, GM(1, n) model can get a better prediction result
even with less data, so it can overcome the data sparsity.
The following three sequences in the preprocessing stage,
the request ratio for ci, the variance of repeated Interests
and standard deviation of request intervals between two
adjacent Interests for ci, are the input required for model
construction and subsequent forecasting.

4.2 Detection of FLA
Generally, the traffic under FLA must be different from the
normal traffic. We exploit the traffic difference to detect FLA.
Before presenting the detection module, we list frequently
used notations in Table 1 and define some terminologies.

TABLE 1: Frequent notations

Notation Description

C The set of content
ci The i-th content in C
ϕ The attacking power ratio
ξ The range ratio
ρ(ci) The popularity of ci
νk(ci) Variance of repeated Interests for ci in the k-th slice
σk(ci) Standard deviation of request intervals for ci in the

k-th slice
γk(ci) The request ratio of ci in the k-th slice
t(ci) The time of receiving ci
E(X) The average of all elements in the set X
θ The threshold of difference between the real and

predicted popularity
δ The threshold of suspicious Interest number in a time

slice
GM(1, n) Grey Prediction Model

Definition 1 (Request Ratio). γ(ci) is defined as the ratio
between the number of Interests for a content ci and that
of all the requests received by the router during a slice,

γ(ci) =
n(ci)∑

ck∈C n(ck)
, (6)

where n(ci) is the number of requests for ci.
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Definition 2 (Variance of Repeated Interests). ν(ci) is
defined as the variance of repeated Interests from all the
router interfaces.

ν(ci) =
∑n

j=1
(mj − E(m))2,

where n is the number of router interfaces, mj is the
number of requests for ci received from the j-th interface,
andE(m) = 1

n

∑n
j=1mj represents the expectation of all

requests received by the router.

Definition 3 (Standard Deviation of Request Intervals). σ
is defined as the standard deviation of request intervals
for the same content in a slice,

σ(ci) =

√
1

m

∑m

k=1
(∆tk − E(∆t))2, (7)

where ∆tk is the time interval between the k-th and (k-
1)-th request for ci in a slice, m is the total number of
intervals for ci in that slice and E(∆t) = 1

m

∑m
j=1 ∆t is

the interval expectation for ci.

Definition 4 (Content Popularity). When an NDN router
receives a new Interest for ci, the popularity of ci is
computed as

ρ(ci) = ρ(ci) · α∆t + β, (8)

where α is a decay constant, ∆t is the time interval
between two consecutive Interests for ci and β is the
popularity increase constant. When a node receives a re-
quest for ci, it will compute the time interval ∆t between
the current time and the last time of receiving the same
request for ci. Popularity should decrease exponentially
with the time interval ∆t. This equation considers both
the frequency and freshness of the request.

Then the following steps show that how to detect FLA
in Algorithm 1, which is divided into the following steps:

a. When an Interest for ci is received, its popularity is
computed with Eq. (8) (Line 6).

b. The popularity of ci is predicted by GM(1, 4)
model, where there are one original main series
on the popularity and three associated series on
the request ratio, variance of repeated requests and
standard deviation of time intervals respectively.
In FLAGP, we make statistics of the above three
factors in the past 10 slices to generate the asso-
ciate series. These associated series can reflect the
receiving status of Interests for a given content,
which can indirectly reflect the popularity change
and help more accurately predict the popularity of
the next time slice. Three steps in GM(1, 4) model
are implemented to predict the future popularity if
an Interests for ci is received again.

c. If the popularity computed in Step (a) is θ times
bigger than the predicted value in Step (b), the
file name of ci is added into a suspicious list and
its corresponding counter is incremented by one.
Otherwise, the popularity of ci will be updated as
usual (Lines 8 - 12).

d. If the number of times for ci to be detected sus-
picious is more than δ in the sequence of slices

followed, we can determine that FLA is launched.
The defense will be taken in Algorithm 2.

Algorithm 1 FLA Detection

Input:
P . set of popularity for all the contents
V . set of ν for all cotent during the past n− 1 slices
S . set of σ for all cotent during the past n− 1 slices
R . set of γ for all cotent during the past n− 1 slices
S req . set of request in the n-th slice

Output:
true or false . true means FLA may happen

1: det res← false . detection result
2: N ← 0 . counter of suspicious Interests
3: for each ci ∈ S req do
4: ∆t← t(ci)− tpre(ci)
5: . tpre(ci): time of receiving the last ci
6: ρ(ci)← ρ(ci) · α∆t + β
7: ρ′(ci)← GM(1, 4)

8: if |ρ(ci)−ρ
′(ci)

ρ(ci)
| > θ then

9: N ← N + 1
10: else
11: P(ci)← P(ci) ∪ ρ(ci)
12: end if
13: end for
14: if N > δ then
15: det res← true
16: end if
17: return det res

4.3 Defense of Cache Pollution
As soon as FLA is detected, the defense function will be
taken against such pollution attack. There are two methods
to resist the attack, avoiding storing unpopular content and
discarding malicious Interests [6]. Our FLAGP adopts the
first method by avoiding storing non-popular contents to
protect the cache. However, in a special case, many people
are suddenly interested in some non-popular contents such
as the past news of one Nobel Prize winner. Considering
it, we execute the cache replacement by dynamically eval-
uating the content popularity. The defense function (Algo-
rithm 2) works as follows:

a. Once the defense procedure is initiated, FLAGP will
dynamically adjust the popularity of the suspicious
content ci by reducing β in Eq. (8) as β ← η · β,
where η decreases with the increase of the number
of malicious requests j for ci, η ← η · εj and ε < 1
(Lines 8− 13).

b. If FLA can still be detected in the subsequent slices,
β continues to decay as β ← η · β, until the requests
for ci become normal or β approaches 0 so that the
popularity tends to be constant.

c. Else, if the attack is stopped in the next slice, β will
stop to decrease. If there is no suspicious Interest
for ci in the next three slices, β will increase linearly
until restoring to the initial value (Lines 14− 23).

d. The probability is computed repeatedly as described
in (b) and (c).
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Algorithm 2 FLA Defense

1: β′ ← β . initial β value
2: flag stop← 1 . flag of stopping simulation
3: det res← false . detection result of current slice
4: j . number of Interest packets for ci of current slice
5: y . number of continuous slices not under FLA
6: while flag stop do
7: det res← FLA Detection(P,V,S,R,S req)
8: if det res == true then
9: y ← 0

10: if β > 0 then
11: η ← η · εj . ε < 1
12: β ← η · β
13: end if
14: else
15: y ← y + 1
16: if y ≥ 3 then
17: if β + µ < β′ then
18: β ← β + µ
19: else
20: β ← β′

21: end if
22: end if
23: end if
24: if sim is done then
25: flag stop← 0 . simulation done
26: end if
27: end while

5 PERFORMANCE EVALUATION

In order to evaluate the performance of our scheme, we
conduct our simulations using ndnSIM [20], a popular open-
source NDN simulator based on NS-3. The primary parame-
ters used in ndnSIM are provided in Table 2. The total num-
ber of content chunks used in the simulation is 10,000 and
each chunk has the same size, 1MB. For each router, the CS
size is set to 1% of the chunk number, and the PIT size is set
to 12,000 entries. The cache is replaced based on the content
popularity, with each router caching contents of higher pop-
ularity. In our simulations, we consider two topologies, DFN
topology [6] [7] in Fig. 4 and AS-3967 network topology [13]
in Fig. 5. DFN is a realistic topology including all of the
necessary components of a useful network to understand
the work principles of different schemes. AS-3967 network
topology is a snapshot of a realistic ISP network. In DFN,
there are 16 legitimate consumers and 4 attackers. In AS-
3967, there are 80 nodes. Among them, 92 are legitimate
consumers and 6 are attackers.

All our simulations span over 24 hours, and follow a
similar pattern. We divide our simulations into two phases.
During the first 12 hours, all interests are issued by legiti-
mate users at a speed of 3,000 interests per second following
the Zipf-like distribution [21] [22]. Then, adversaries launch
attacks during the second phase, following the pattern in-
troduced in Section III with the power ratio ϕ and range
ratio ξ. ϕ is a ratio between the rate of malicious Interests
from attackers and the rate of normal Interests from legal
users. ξ is a ratio between the number of content objects
attacked and the total number of content objects cached in

TABLE 2: Simulation parameters

Parameter description Value

LinkDelay (Router to Router) 5ms
Number of Content 10,000
CS Size 100
PIT Size 12,000
Content Size 1MB
Legitimate Request Speed 3000 Interests/s
Popularity Weight (α) 0.5
Popularity Increment (β) 0.5
Detection Threshold (δ) 5
β Increment (µ) 0.1
β Decay (ε) 0.9

each router.

Fig. 4: DFN topology

Fig. 5: AS-3967 topology

5.1 Performance Metrics

We compare our FLAGP scheme with LMDA [7] and
CPMH [6]. FLAGP detects FLA according to the popularity
increment between the actual popularity and the value
predicted based on the past pattern of Interests and content
popularity. In LMDA [7], FLA is determined by evaluating
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(c) Hit ratio loss with Popularity

Fig. 6: Hit ratio loss with cache replacement policies under LDA in DFN

the probability variation computed based on the ratio of
Interests for the same content. In CPMH [6], each router
identifies the file prefixes of requested contents to detect
FLA. Under FLA, the file prefixes of original non-popular
contents become frequent in the requests. To compare them,
we mainly use the following performance metrics:

1) Hit Ratio Loss, the comparison between the hit
ratios with and without FLA.

2) Average Hop Count, the average number of hops
through which a legitimate user receives the corre-
sponding Data.

3) Detection Ratio, the ratio between the number of
correct detections(including safe events and attack
events) and the total number of detections.

4) False Positive Ratio, the ratio of the detections that
falsely detects the safe event as an attack one.

5) False Negative Ratio, the ratio of the detections that
falsely detects the attack event as a safe one.

5.2 Impacts of cache replacement strategies

In this set of simulations, we evaluate the damage ef-
fect from LDA and FLA by adopting different cache re-
placement strategies without any defense, LFU (Least Fre-
quently Used) [23], LRU (Least Recently Used) [23] and
the popularity-based cache policy in Eq. (8). LRU applies
new data to replace data in storage locations that have not
been accessed for the longest period, while LFU replaces
cached data that are used the least often. The popularity-
based cache policy replaces the data that have lower content
popularity. Due to the page limit, we finish our simulations
in the complex DFN and AS-3967 topologies and choose
those representative consumers and routers to illustrate the
performance. In Fig. 4, we choose consumers C0, C2, C3,
C7 and C12 to evaluate the average hop count and routers
R5, R6, R13, R17 and R28 to evaluate the hit ratio loss.
In Fig. 5, we choose consumers C10, C27, C53, C54, C59,
C65 and C84 to evaluate average hop count and R2, R14,
R41, R53, R62, R64, R67 and R78 to evaluate the hit ratio
loss. As the LinkDelay (Router to Router) in Table 2 is set
to a fixed value 5ms, we use the average hop count to
evaluate the delay from sending an Interest to receiving the
corresponding Data. The power ratio ϕ varies from 0.25 to
1.5. The range ratio ξ is set to be 1.

5.2.1 Impact under LDA
Fig. 6 shows the impact of LDA on the caching perfor-
mance at different routers under different cache replacement
strategies in the DFN topology. In Fig. 6(b), only router R5
experiences the increase of hit ratio loss with ϕ under LRU,
because R5 is connected with an attacker A3. Although
the hit ratio losses in Fig. 6(a) and Fig. 6(c) only increase
slightly, the loss in Fig. 6(b) increases by 186.7%. Fig. 7
shows the impact of LDA on different consumers in DFN
topology. Only the average hop count of consumer C3
which is connected with the same router as the attacker A3
increases with ϕ in Fig. 7(b), while the average hop count of
all consumers in Fig. 7(a) and Fig. 7(c) remains stable. Fig. 6
and Fig. 7 show that LFU and cache policy based on content
popularity can alleviate the effect of LDA.

In Fig. 8 and Fig. 9, AS-3967 network is seen to have
the similar results on the hit ratio loss and the average hop
count, and we omit the analyses for space saving.

5.2.2 Impact under FLA
Fig. 10 shows the impact of FLA on the caching perfor-
mance under different cache replacement strategies in the
DFN topology. As R5 is connected with an attacker A3,
compared with other routers, its hit ratio loss is the highest
and increases with ϕ by 528.1%(LFU), 160.4%(LRU) and
325%(Popularity) respectively. The hit ratio loss of routers
R13 increases slightly with ϕ because it is one hop away
from the attacked router R5. The hit ratio loss of other
routers remains low, because they are a few hops away
from the attacker. In Fig. 11, only the average hop count
of C3 increases with ϕ, because its router connects with an
attacker A3 in Fig. 4. Fig. 10 and Fig. 11 show that all the
cache replacement strategies cannot mitigate FLA.

Again, S-3967 network has the similar results on the hit
ratio loss (Fig. 12) and the average hop count (Fig. 13), so
we omit its similar analysis.

Since LFU and the popularity-based method are effective
in mitigating LDA, we focus on FLA in the following
experiments.

5.3 Impact of range ratio under FLA
Fig. 10, Fig. 11, Fig. 12 and Fig. 13 have proven that both
the hit ratio loss and average hop count increase with the
power ratio ϕ under FLA. In this section, we evaluate the
reverse effect from FLA as the range ratio ξ varies. To
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(c) Average hop count with Popularity

Fig. 7: Average hop count with different cache replacement policies under LDA in DFN
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(c) Hit ratio loss with Popularity

Fig. 8: Hit ratio loss with different cache replacement policies under LDA in AS-3967
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Fig. 9: Average hop count with different cache replacement policies under LDA in AS-3967
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(c) Hit ratio loss with Popularity

Fig. 10: Hit ratio loss with different cache replacement policies under FLA in DFN

simplify the figures, we adopt the same router notations as
those in CPMH [6], upstream routers, downstream routers
next to legitimate consumers, and downstream routers next
to attackers. In Fig. 4, we choose C0, C2, C3 and C7 as

consumers and R6, R13 and R5 to evaluate the hit ratio.
In Fig. 5, we choose four consumers C53, C54, C59 and
C65 and R62, R64 and R53 to evaluate the hit ratio. Two
attackers, A3 in Fig. 4, and A1 in Fig. 5 are connected to the
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(c) Average hop count with Popularity

Fig. 11: Average hop count with different cache replacement policies under FLA in DFN
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(c) Hit ratio loss with Popularity

Fig. 12: Hit ratio loss with different cache replacement policies under FLA in AS-3967
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(c) Average hop count with Popularity

Fig. 13: Average hop count with different cache replacement policies under FLA in AS-3967
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Fig. 14: Impact of Range Ratio

routers R5 and R62 respectively. The range ratio ξ varies
from 0.2 to 1.2 and ϕ is set to be 1.

Fig. 14 shows the impact of different ϕ on the routers
and consumers. Fig. 14(a) shows the hit ratio loss under
different ξ in DFN topology. The loss of router R6 keeps
stable, because it has a relatively large number of hops from

the attacker A3. The loss of router R5 is higher than that of
R13 because it is connected to A3 directly. In Fig. 14(c), only
the hop count of consumer C3 increases with ξ because it
is connected to the same router as A3. Similar to the power
ratio ϕ, the range ratio only has some effect on the router
connected with the attacker and the consumer connected
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Fig. 15: Performance Comparison

with the same router as the attacker.
AS-3967 network has the similar results on the hit ratio

loss in Fig. 14(b) and the average hop count in Fig. 14(d).

5.4 Performance Comparison
5.4.1 Comparison on Detection
Because CPMH adopts the detection of LMDA, we only
compare our scheme with LMDA in terms of detection ratio,
false positive ratio and false negative ratio, where we set θ
to 0.6. We evaluate the false positive ratio and false negative
ratio by tuning the parameter θ to change the number of
suspicious requests.

Fig. 15(a) shows that the ratio of both schemes increases
with the power ratio ϕ. Obviously, our FLAGP scheme
maintains a much higher detection ratio than LMDA. The
ratio of FLAGP keeps relatively stable as ξ varies, which
shows FLAGP has a better and stable performance on the
detection ratio in different cases. Though both schemes
detect the attack events based on the statistics of Interests,
our FLAGP makes use of three types of statistics (request
ratio, variance of repeated interests and standard deviation
of request intervals) before adopting the grey prediction.
However, only the first type is used in LMDA. Our strict
detection scheme brings both a higher ratio in Fig. 15(a)
and a lower false negative ratio than LMDA in Fig. 15(b)
as ϕ increases. In Fig. 15(b), it is obvious that FLAGP has
a much better performance on the false negative ratio to
more effectively detect FLA at the cost of slightly higher
false positive ratio.

As discussed before, if the popularity computed for a
received Interest is θ times of the predicted value, the file
name in the Interest will be added into a suspicious list
and its corresponding counter is incremented by one. As
θ increases, more attacks are detected as safe events and
fewer safe events are detected as attack events, causing false
negative ratio to increase and false positive to decrease in
Fig. 15(c). F1 value is the highest when θ is equal to 0.6.
Hence θ is set to 0.6 in our later simulations.

5.4.2 Comparison on Defense

To evaluate the effect of defense, we compare FLAGP,
LMDA and CPMH on the hit ratio loss and average hop
count. As the earlier simulations have shown that FLA can

R5 in DFN R62 in AS-3967
Router

0.00

0.05

0.10

0.15

0.20

0.25

Hi
t R

at
io

 L
os

s

LMDA
CPMH
FLAGP

Fig. 16: Hit Ratio Loss Under Defense

TABLE 3: Average Hop Count of C3 in DFN and C53 in
AS-3967 under Attack

Algorithm
Before
Attack
(DFN)

After
Attack
(DFN)

Before
Attack
(AS-3967)

After
Attack
(AS-3967)

LDMA 7.332 8.595 7.675 8.761
CPMH 7.332 7.904 7.675 8.220
FLAGP 7.332 7.762 7.675 8.117

have more damaging effect on the router connected with
the attacker, we only make some simulations on router R5
in DFN topology. Similarly, we only make some simulations
on router R62 in AS-3967 topology. Fig. 16 shows LMDA
possesses the largest hit ratio loss because it does not
support any defense against FLA. On R5 in DFN topology,
CPMH maintains a hit ratio loss of 0.174 and FLAGP has
a loss of 0.150 under FLA (13.7% better). On R62 in AS-
3967 topology, CPMH maintains a hit ratio loss of 0.083
and FLAGP has a loss of 0.073 under FLA (12.04% better).
Though both CPMH and FLAGP can defend against FLA,
CPMH has a lower detection ratio in Fig. 15(a) by adopting
the same detection method as LMDA, leading to a larger hit
ratio loss in Fig. 16.

Fig. 14(c) and Fig. 14(d) have proven that only the hop
count of consumers which are connected with the same
routers as attackers increase with ξ. Therefore, we only
select C3 in DFN topology and C53 in AS-3967 topology
to evaluate the average hop count. In Table 3, these three
schemes have the same hop count under FLA if no defense
is executed. When the defense is applied, LMDA without
adopting any defense keeps the constant count. Our FLAGP
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has a lower count than CPMH because we can reduce
the chance of caching non-popular data by controlling the
growth of their content popularity, while CPMH identi-
fies prefixes which are requested by attackers and puts
suspicious file prefixes in a blacklist without storing the
corresponding Data packets.

5.4.3 Comparison on Algorithmic Complexity
We compare the algorithmic complexity of our FLAGP and
the other two state-of-the-art schemes and summarize the
results in Table 4.

TABLE 4: Complexity of Algorithms

Algorithm Detection Complexity Defense Complexity

LDMA O(n) ×
CPMH O(n) O(n)
FLAGP O(n) O(n)

LMDA detects FLA by calculating the probability vari-
ation based on the ratio of Interests for the same content
object. Thus the complexity of LMDA is O(n).

CPMH includes a detection phase which is the same
as LMDA and also defense phase. CPMH identifies the
attackers’ prefixes by calculating the weighted request rate
variation and store them in blacklist. The detection com-
plexity is O(n). By checking whether the content prefix in
each Interest is contained in the blacklist, the router decides
whether or not to cache the content. This defense process
incurs a complexity of O(n).

Our FLAGP detects CPA by exploiting the popularity
change with grey prediction. During the detection phase,
FLAGP detects Interests received and constructs a grey
model based on the popularity and three traffic parameters.
The complexity is O(n). During the defense phase, we
control the content popularity of every suspicious Interest
with the complexity O(n).

From the above discussion, we can obtain Table 4. LMDA
has the least complexity because it only detects FLA. CPMH
and FLAGP have the same complexity of detection and
defense.

Complexity Evaluation: To verify the complexity, we
evaluate using the experiments on processing time, CPU us-
age rate and memory usage. We only compare FLAGP with
CPMH, because LMDA cannot provide a defense strategy
and CPMH uses the same idea of LMDA in the detection
phase.

The processing time is measured by the time consump-
tion of handling 10,000 packets. As shown in Table. 5,
our FLAGP scheme needs 0.1511s, CPMH needs 0.1099s.
We also measure CPU usage rate and memory usage in
Table. 5. We set the requesting rate to 3,000 packets per
second. CPMH uses 29.7% of CPU, our FLAGP scheme
uses 29.2% of CPU. As running time is longer, our FLAGP’
s memory occupancy is up to more than 90.1MB, while
CPMH occupies 73.7MB memory.

5.5 Comparison of Different Prediction Techniques
As discussed in Section 4, we adopt GM(1, 4) model to
achieve the popularity prediction. Grey theory mainly fo-
cuses on the model uncertainty and information insuffi-

TABLE 5: Complexity Evaluation

Algorithm Processing Time CPU Usage Memory Usage

FLAGP 0.1511s 29.2% 90.1MB
CPMH 0.1099s 29.7% 73.7MB

ciency. Compared with statistics model and neural network-
based approach, it requires less data to run. In this section,
we compare the grey model with Logistic Regression (LR)
model [24] and Convolutional Neural Network (CNN ) [25].
The LR model is a statistical model that is usually applied to
a binary dependent variable. LR is also used in categorical
prediction of a dependent variable based on its association
with one or more independent (continuous or discrete) pre-
dictor variables [24]. CNN is a class of artificial neural net-
work that uses convolutional layers to filter inputs for useful
information. The convolution operation involves combining
input data (feature map) with a convolution kernel (filter)
to form a transformed feature map. CNN can reduce the
complexity of feedback neural network effectively and is
widely used in the field of pattern classification [25].
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Fig. 17: Detection ratio of LR, CNN and GM(1,4)

Fig. 17 shows the detection ratio under FLA with LR,
CNN and GM(1, 4) being used to predict the content
popularity respectively, where both ϕ and ξ are set to 1
and Interests in the past ten slices are used. Obviously,
our popularity predictive based on GM(1, 4) maintains the
highest detection ratio whether in DFN or AS-3967.

6 CONCLUSION

In this paper, to alleviate the damage caused by the pol-
lution attack in NDN network, we propose an efficient
detection and defense scheme by exploiting the regularity
of past Interests and popularity of each cached content. We
adopt GM(1, n) model to predict the future popularity of
each content based on three associated series, request ratio,
variance of repeated interests and standard deviation of
request intervals. We detect the attack based on the popular-
ity increment. To satisfy the quality requirement of normal
uses, we further design a defense scheme by dynamically
adjusting the popularity of the suspicious contents so as
not to fill the cache buffer with those unpopular contents.
We have performed extensive simulations to compare our
scheme with several other state-of-the-art schemes, and the
results demonstrate that our scheme achieves a much better
performance on the hit ratio loss, FLA detection ratio, and
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hop count. In our future work, we plan to have a real-world
implementation to further verify the performance.
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