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stract— The rapid deployment of new applications and the enough and the average link utilization is always reasonably low,
Ab Th id depl f licati d th h and th link utilizat I bly |
inter-connection of networks with increasing diversity of technologies ' the traffic statistics released by several ISPs [1][2][3][4] indicates
and capacity make it more challenging to provide end-to-end quality that every network always has some busy links (particularly,
assurance to the value-added services, such as the transmissiomccess links at network access points and peering points) that have
of real-time multimedia and mission critical data. In a network —ong |asting high bandwidth utilization. The rapid deployment
‘t’)‘”th gnhanchemfmsl fofr QoS support, pr'c'r(‘jg of network Ser".'dces of new applications and the inter-connection of networks with
ased on the level of service, usage, and congestion provides g, . .e55ing diversity of technologies and capacity make it more
natural and equitable incentive for multimedia applications to challengir?g to pl‘O\)lide end—to-engd quality asgurar%/ce to the value-

adapt their sending rates according to network conditions. We . J > .
have developed an intelligent service architecture that integrates added services. On the other hand, multimedia applications on the

resource reservation, negotiation, pricing and adaptation in a flexible Intérnet commonly employ the UDP transport protocol, which
and scalable way. In this paper, we present a generic pricing lacks a congestion control mechanism. These applications can
structure that characterizes the pricing schemes widely used in therefore starve TCP applications (which perform congestion
the current Internet, and introduce a dynamic, congestion-sensitive control) of their fair share of bandwidth.
pricing algorithm that can be used with the proposed service  To address these problems, one approach is to enhance the
framework. We also develop the demand behavior of adaptive petwork with mechanisms such as resource reservation [5][6],
users based on a phy_5|cally reasonable user utility function. We gqmission control [7], special scheduling mechanisms [8], and
:mgl’l?ugﬁt (};‘;mrgug?&edé;‘ntestebﬁ?n ﬁg?ngsé(g'btg hn‘i‘;"n;hee p;(’?/?dsgg differentiated services [9][10][11]. Another approach is to adjust

9 P 9 the bandwidth used by an application according to the existing

conference system. We develop a simulation framework to comparen twork conditions [12]. relving on sianalina mechanism h
the performance of a network supporting congestion-sensitive pricing etwork co ons [12], relying on signaling mechanisms suc

and adaptive reservation to that of a network with a static pricing @S Packet loss rates for feedback.

policy. We study the stability of the dynamic pricing and reservation If the resource reservation is done statically (before transmis-
mechanisms, and the impact of various network control parameters. sion), resource allocation and provisioning have to be conservative
The results show that the congestion-sensitive pricing system takesto be able to meet QoS assurances in the presence of short- and
advantage of application adaptivity to achieve significant gains in |ong-term network traffic dynamics during the life of the applica-
network availability, revenue, and user-perceived benefit relative tion, Many multimedia applications are long-lived, exacerbating
to the fixed-price policy. Congestion-based pricing is stable and the problem. Allowing only static resource reservation unavoid-
effective in limiting utilization to a targeted level. Users with different ably imposes higher resource costs and hence higher charges
demand elasticity are seen to share bandwidth fairly, with each user to the users. Compared to resource reservation, the adaptation
having a bandwidth share proportional to its relative willingness approach ha:s the advantage of better utilizing av:ailable network

to pay for bandwidth. The results also show that even a small hich ch ith ti BUt if net K
proportion of adaptive users may result in a significant performance resources, which change with ime. but It network resources are

benefit and better service for the entire user population - both Shared by competing users, users of rate-adaptive applications do
adaptive and non_adaptive users. The performance improvement not have any incentive to scale back their Send|ng rate below their

given by the congestion-based adaptive policy further improves as the aCCess bandwidth, since selfish users will generally obtain better
network scales and more connections share the resources. Finally, wequality than those that reduce their rate. There has been a lot of
complement the simulation with experimental results demonstrating recent work that tries to address this problem - by dropping more
important features of the adaptation process. packets to punish unresponsive applications, and by enforcing
Index Terms— Adaptation, incentive, multimedia, pricing, re- TCP I'ke. fairness [13][14][15][16]. However, these methods do
source allocation, congestion control. not take into account the fact that some sources may not be able to
reduce their transmission rate easily and TCP like rate adaptation
does not work well for multimedia applications. Therefore, when
I. INTRODUCTION congestion happens, these kinds of fairness schemes may not be

Many new applications begin to be widely used in the In,{emé';rppropriate for applications to meet individual QoS expectations.

These applications include real-time audio, video, and mission-/n @ nétwork with enhancements for QoS support, pricing

critical financial data. The new value-added services provi@e N€twork services based on the level of service, usage, and
new business opportunities, but also present new challenge¥gestion provides a natural and equitable incentive for ap-
The Internet’s lack of control over quality of service (QoS) hadications to adapt their sending rates according to network
slowed down the deployment of these value-added services. EGERditions. Increasing the price during congestion gives the

though the capacity of the backbone networks has been considétigfication an incentive to back-off its sending rate and at the
same time allows an application with more stringent bandwidth
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each interval, encouraging applications to adjust their resoutng does not need to be aware of the resource negotiation process.
demands to network congestion. Our model hence allows then this paper, we present a generic pricing structure that char-
network operator to create different trade-offs between blockiagterizes the pricing schemes widely used in the current Internet,
admissions and raising congestion prices to motivate the rarmd introduce in more details a dynamic, congestion-sensitive
and service adaptation of applications to the varying netwopkicing algorithm that can be used with the proposed service
conditions, technologies and platforms. Upon congestion, tiramework. We also develop the demand behavior of adaptive
network can adjust congestion price periodically on the timssers based on a physically reasonable user utility function. We
scale of a minute or longer, encouraging the adaptation-capailew how a set of user applications performing a given task
applications to adapt their sending rates or select a differ¢far example, a video conference) can adapt their sending rate
service class. Since the time period between price adjustmeartsl quality of service requests to the network in response to
is relatively long, the network transmission delay has negligibtdhanges in service prices and subject to budget and minimum
impact on the system performance. quality requirements, so as to maximize the total benefit to the
In earlier work, we presented a Resource Negotiation aHger- We introduce our multimedia testbed and describe how

Pricing (RNAP) protocol and architecture [17]. RNAP enabld§e proposed intelligent framework can be applied to a video-
negotiation between user applications and the access networkc@ference system. We then develop a simulation framework to
well as between adjoining network domains, and also enabfé¥npare the performance of a network supporting congestion-
the distribution and collation of price and charging informatiors€nsitive pricing and adaptive reservation to that of a network
RNAP allows the users to select from available network servic#§h a static pricing policy. We also study the stability of the
with different QoS properties and re-negotiate contracted servicdgnamic pricing and reservation mechanisms. We try to answer
and allows the network to dynamically formulate service pricégiestions such as how much do the network and users gain
and communicate current prices to the users. Although dynarfficterms of revenue and perceived benefit (or value-for-money)
re-negotiation and pricing are integral features of RNAP, @nder the dynamic and static systems, and how do various pricing
is compatible with applications with different capabilities an@nd adaptation parameters affect the functioning of the dynamic
requirements. Applications may choose services that providéygtem. The simulation framework is based on the RNAP model,
fixed price, and fixed service parameters during the duration @t we try to derive results and conclusions applicable to static
service. Alternatively, if they are not constrained by a fixed us@hd congestion-driven, dynamic pricing schemes in general. We
budget, they may use a service with usage-sensitive pricing, &&nplement the simulation with experimental results demonstrat-
maintain a constant QoS level, paying a higher charge durili§) important features of the adaptation process. _
congestion. Generally, the long-term average cost for fixed-pricelhis paper is organized as follows. In section II, we briefly
service is higher since the network provider will add a risRescribe the RNAP architecture, as an example of the environment
premium. Applications may also &laptive that is, operate with N which incentive-driven adaptation takes place. In Section lll,

a budget constraint, and adjust their service requests in respof8ediscuss various network pricing models and their suitability.
to price increases during congestion. We discuss in detail a volume-based, congestion-sensitive pricing

RNAP framework enables us to develop an intelligent sefiratedy, which was introduced briefly in [17]. In Section 1V,

vice architecture that integrates resource reservation, negotiatiyf, Consider user adaptation in response to congestion-dependen

pricing and adaptation in a flexible and scalable way. Howev?rriéing' We present a physically reasonable form of user utility

the pricing algorithms and adaptation framework presented [ ction, and derive a specific demand function for a given

this paper do not depend on any specific network architectﬂ%two.[)k F;]f'cetﬁ.aseg 0? tt_h|sfut|I|ty f“”kCt_'O.”- “? Sectt|03 V., we |
or protocol. It is possible to extend other existing networRESCI'PE NOW thiS adaptation Iramework IS implemented in a rea

signaling protocols to support resource negotiation. In Sectigip/ltimedia system environment. In Section VI, we first introduce
VII, we will show that our testbed implementation extende e simulation topology and parameters, and performance metrics.
RSVP [5] to support price quote and resource negotiation. e then discuss simulation results in Qetall._ In Section VII, we
network domain manages its own pricing scheme (which may roduce our test-bed set up for a multimedia system, and show
congestion sensitive or static) independent of other domains, 4Ag &XPerimental results. In Section VIil, we describe some related
the domain electing to support congestion pricing could conv@ﬂprk' We summarize our findings in Section IX.

the updated prices to the end users through a signaling proto-

col. The deployment of the resource negotiation infrastructure, |l RESOURCENEGOTIATION THROUGHRNAP

however, can be incremental. The negotiation component can b&he pricing algorithms and adaptation framework presented in
implemented as an opaque object [5] carried in the signalitigs paper do not depend on any particular network architecture
protocol and left untouched when the signaling message passeprotocol. However in this paper, we simulated our results in an
by the domain not supporting service negotiation. In this casmvironment supporting dynamic service negotiation through the
user adaptations will only be based on the conditions of tfesource Negotiation and Pricing protocol (RNAP) [2F]lising
networks which support congestion pricing and provide netwogk distributed (RNAP-D) network management architecture. We
statistics. On the other hand, the user that would like to addpst briefly review the basic RNAP framework, and then describe
its applications according to network conditions can negotidtee aggregation of RNAP messages for scalability.

resources with the network through a user agent, located at th&/e assume that the network provides services with certain QoS
user site or at the network access point. A user does not need talaracteristics to user applications, and charges prices for these
aware of the underlying negotiation mechanism, but only needsservices. The service prices may vary with the availability of
provide his budget and minimum bandwidth or quality of serviceetwork resources. Network resources are obtained by user appli-
requirement (which can then be translated into correspondicagions through negotiation between the Host Resource Negotiator
bandwidth) for his applications. Instead of notifying the user$iRN) on the user side, and a Network Resource Negotiator
explicitly about the bandwidth price, a network provider can sglNRN) acting on behalf of the network. The HRN negotiates on
its services as packages. A service package that supports bséalf of one or multiple applications belonging to a multimedia
service adaptations can be sold at lower price, and a user msggtem. In an RNAP session, the NRN periodically provides the
only perceive some quality degradation upon network congestid®RN updated prices for a set of services througfu@otation



First level aggregation Second level aggregation De-aggregation

User experiments [21] indicate that usage-based pricing is a
fair way to charge people and allocate network resources. Both
connection time and the transmitted volume reflect the usage of
the network. However, the current popular time-based charging
is more appropriate for circuit-based transmission, such as the
traditional telephone network, or low bandwidth transmission. It
does not reflect the different costs of the huge number of diverse

Fig. 1. Example RNAP-D message aggregation. Internet applications, ranging from the simple email to the high
bandwidth tele-conference, video on demand, etc. We envision
message. Based on this information and current application #@at a viable future Internet pricing scheme needs to take into
quirements, the HRN determines the optimal transmission ba@gcount this wide range of costs to allow fair and efficient use
width and service parameters for each application. It re-negotia@éd1etwork resources; volume-based pricing appears to be more
the contracted services by sendinB@servenessage to the NRN, appropriate for this purpose.
and receiving &Commitmessage as confirmation or denial. In this paper, we study two kinds of volume-based pricing:

The HRN only interacts with the local NRN. If its applica-2 fixed-price (FP) policy with a fixed unit volume price, and
tion flows traverse multiple domains, resource negotiations @econgestion-price-based adaptive service (CPA) in which the
extended from end to end by passing RNAP messages hopjit volume price has a congestion-sensitive component. We
hop from the first-hop NRN until the destination network NRNfirst introduce the fixed pricing policy, and then describe the
and vice versa. End-to-end prices and charges are computedaigr system in more detail, and also present a generic pricing
accumulating local prices and charges@otationand Commit framework to accommodate the different pricing models.
messages travel hop-by-hop upstream towards the HRN.

If end-to-end RNAP reservation is carried out for each cug:. Fixed Pricing
tomer flow, RNAP agents in the core network may potentially |

need to process RNAP messages for hundreds of thousand§ lime of data transmitted, independent of the congestion state of

flows, and maintain state information for each of them. To reduge.” o0 " The per-byte charge can be the same for all service
the overhead due to per-flow RNAP message processing and s g ' Y

age, we consider the aggregation of RNAP messages belon ps (‘flat’, FP-FL), depend on the setvice class or priority (FP-
to sénders sharing the same destination network address, forming’ depend on the time of day (FP-T) or a combination of

Py ,, i, . , Tormy -of-day and service class (FP-PR-T). Since our focus is on
a “sink tree” as shown in Fig. 1. Sink tree based aggregati . SN : .

: : congestion-based dynamic pricing, and the fixed-price system
has also been discussed in [18][19]. RNAP messages whgc ves as a reference, we assume a general fixed pricing structure
request the same or similar services and have similar negotia ARt represents all the ,four categories depending on the underlying
intervals are merged by the source domain and split again for e %twork service infrastructure and the service provider’s business
individual HRN at the border router of the destination domai odel
The merging point in the HRNs home network forwards two '
messages: one that travels directly to the destination network,
without visiting any of the RNAP agents in between, and ad3. Congestion-based Pricing
aggregated-resource message that reserves resources and collggt®stimating the normal load of Internet, one cannot rely on
prices in the “middle” of the network. statistical sharing. There is a growing body of research showing

The merged resource message have a resource request wihigh network traffic is self-similar in nature [22]. An effect of
is equal to the sum of all the branch resource requests furtherthig self-similarity is that one does not see a smoothing of
in the sink tree. At each merging point, upstream flow arrivalgaffic peaks as the number of users sharing a link increases;
departures and reservation changes will trigger the update of fhétead the aggregate traffic remains bursty with peak increasing
downstream merged request. To avoid frequent re-negotiation, iigroportion to the number of users. This suggests that we can
merging point may decide to reserve more resources than the s\#er completely avoid network congestion. Instead, the provider
of the upstream requests and add resources in larger incremenlist plan to keep it at a level acceptable to network users. There
if the current downstream allocation has been reached or is abgtd two ways to approach this. First, one can apply technology to
to be reached. share the available bandwidth, e.g., TCP’s exponential backoff,
or use service provision policy to hold the promise of providing
users with the level of service they require for a session. Second,
one may use economics to influence users’ behavior. We have

Each network must generate enough income to cover its cosliscussed the tradeoff between different schemes in Section |,
and is free to set its own policy to do this. A few pricingand their applicability to the multimedia applications.
schemes are widely used in the Internet today [20]: access-ratelf the price does not depend on the congestion conditions in
dependent charge (AC), volume dependent charge (V), or tihe network, customers with less bandwidth-sensitive applications
combination of the both (AC-V). An AC charging scheme isiave no motivation to reduce their traffic as network congestion
usually one of two types: allowing unlimited use, or allowingncreases. As a result, either the service request blocking rate will
limited duration of connection, and charging a per-hour fee fancrease sharply at the call admission control level, or the packet
additional connection time. With volume charging, the user pagsopping rate will increase greatly at the queue management
by the megabytes for traffic in one or both directions. Since an A&vel. Having a congestion-dependent component in the service
charging scheme is usually dependent on the user’s access spaéck provides a monetary incentive for adaptive applications to
it can be considered a coarse form of volume charging. ACadapt their service class and/or sending rates according to net-
charging schemes normally allow some amount of volume to berk conditions. In periods of resource scarcity, quality sensitive
transmitted for a fixed access fee, and then impose a per-voluapplications can maintain their resource levels by paying more,
charge. Although time-of-day dependent charging is commordnd relatively quality-insensitive applications will reduce their
used in telephone networks, it is not used in the current Interngtnding rates or change to a lower class of service. The total

O Border routers —— First level aggregate RNAP message:
— Per-flow RNAP messages=» Second level aggregate RNAP mess:

B the fixed price model, the network charges the user per
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price of CPA will be composed of a fixed volume-based charge
and a component that depends on congestion. Thus, with four cn(n) = pr(R(n)T — V(n)), (3)
variations on the fixed volume-based charge outlined above, we
have the pricing models CP-FL, CP-PR, CP-T, CP-PR-T. This\Werer is the length of a negotiation interval,(n) is the traffic
summarized in Table 1. sent by user over the peried andR(n)7—V (n) is the bandwidth

We assume that routers support multiple service classes & used by the user(n) can be a bandwidth requirement
that each router is partitioned to provide a separate link bandwig®gcified explicitly by the customer, or estimated from the traffic
and buffer space for each service, at each port. We consider 8pecification and service request of the customer.
of the classes. We use the framework of the competitive marketDefining a usage charge and a holding charge separately allows
model [23]. The competitive market model defines two kind&customer to reserve resources conservatively, without penalizing
of agents: consumers and producers. Consumers seek resoutgasxcessively for unused resources. As an example, an audio
from producers, and producers create or own the resources. $tigam can have periods of silence, when the reserved resources
exchange rate of a resource is called its price. The routé@ré not used by the customer. Also, not charging the customer
are considered the producers and own the link bandwidth apigrely on the basis of reserved resources makes it easier for the
buffer space for each output port. The flows (individual flowsustomer to keep his reservation level constant even during idle
or aggregate of flows) are considered consumers who consupg&ods.
resources. The congestion-dependent component of the servicd Congestion Charge:The congestion charge is imposed
price is computed periodically, with a price computation intervathen congestion is deduced, that is, the resource request or aver-
7. The total demand for link bandwidth is based on the aggreg@@e usage for a partition (in terms of buffer space or bandwidth)
bandwidth reserved on the link for a price computation intervaxceeds supply (the targeted buffer space or bandwidth). The
and the total demand for the buffer space at an output portc@ngestion price for a service class is calculated as an iterative
the average buffer occupancy during the interval. The supgBtonnement process [23]:
bandwidth and buffer space need not be equal to the installed
capacity; instead, they are the targeted bandwidth and buffer spac )
utilization. The congestion price will be levied once demand@fn) = min[{pc(n —1) +0(D,S)(D = 5)/8,0}", pmakhh)

exceeds a provider-set fraction of the available bandwidth Qe 1 and § represent the current total demand and supply
buffer space. We now discuss the formulation of the fixed chargggpe ctively, and: is a factor used to adjust the convergence rate.
which we decompose intolding chargeandusage chargeand  The parameter may be a function of> and S; in that case, it
thelfoLeruIatl?hof thﬁohngestlon chﬁrge s d ined by gpould be higher when congestion is severe. The router begins to
) I sage Lharge: 1he “dsagr? charge 1s ete(;mme 4 yht é)g)elg the congestion charge only when the total demand exceeds
a;:tua resources cor&sumﬁ » the ave(;a%e ulser. .emafn o the upply. Even after the congestion is removed, a non-zero, but
of service gI]uarantee tg 1 ebusgr, gn t ; € astlf(?ty q"t e tr? fadually decreasing congestion charge is applied until it falls to
For example, on a per-byte basis, best-effort traffic will cost 1658, 1o protect against further congestion. In our simulations, we
than reserved, non-preemptable CBR traffic. The usage prige (5150 used a price adjustment threshold paramter limit the
will be set such that it allows a retail network to recover the Coﬁ‘équency with which the price is updated. The congestion price
of the purchase from the wholesale market, and various Stqgcupdated if the calculated price incremeﬁt exceelsn — 1)
costs associated with the service. In a monopoly model, a ser maximum congestion price is bounded jay,.. When .a
provider would set this price by maximizing its total profit. WheRgice class needs admission control, all new arrivals are rejected
multiple providers existp,, will also depend on the prices set by, hen the price reaches, ... If p. reaches frequently, it
peer rgetworks. The US@@&@fge?u(mbf?f a periodn in which inqicates that more resources are needed for the corresponding
V(n) bytes are transmitted is given by: service class. For a period the congestion charge is given by

cu(n) = puV(n). 1) ce(n) = pe(n)V(n). (5)

2) Holding Charge: If admission control is enforced, the : . .
applications admitted into the network will impose an opportunity 52S€d on the price formulation strategy described above, a
cost by depriving other applications of the opportunity to b uter arrives at a cost for a pa(tlcular flow or flow-aggregate
admitted, even if the resources are not actually being used3jftne end of eact:)h price update interval. The total charge for a
a particular flow or flow-aggregate does not utilize completeﬁgss'on IS given by
the resources (buffer space or bandwidth) set aside for it, the
scheduler generally allows the resources to be used by excess N
traffic from a lower level of service. The holding charge reflects cs = Z[ph(R(n)T —V(n)+ (pu+pc(n)V(n)], (6)
the cost imposed by users not utilizing resources set aside for n=1

them. It is determined based on the revenue lost by the prowdjésreN is the total number of intervals spanned by a session.
e

n some cases, the network may set the usage charge to zero,
sing a holding charge for reserving resources only, and/or a
estion charge during resource contention. Also, the holding
gggrge would be set to zero for services without explicit resource
rde_,servation, for example, best effort service.

because instead of selling the allotted resources at the usage ;W
of the given service level (if all of the reserved resources wer
consumed) it sells the unused part of the resources at the uéﬁgﬁeo
price of a lower service level. The holding prige,} is therefore cong
set to reflect the difference between the usage price for that cl
(e.g.,i) and the usage price for the next lower service class (e.
i - 1) and can be represented as:

C. A Generic Pricing Structure

7 1—1
) = — . 2 . H
Ph = Py ™ Pu 2) We have now discussed several approaches to charging the
The holding chargey, (n) when a customer reserves bandwidtbustomer for network services, and described one of them (us-
R(n) during time period is given by: age sensitive congestion based pricing) in detail. The following



Charging | Access | Connection Time| Holding | Usage| Congestion| Class-Based Time-dependent
Scheme

AC yes yes

FP-FL optional yes yes

FP-PR optional yes yes yes

FP-T optional yes yes yes
FP-PR-T | optional yes yes yes yes
CP-FL optional yes yes yes

CP-PR optional yes yes yes yes

CP-T optional yes yes yes yes
CP-PR-T| optional yes yes yes yes yes

TABLE |
THE CHARGING STRUCTURE OF DIFFERENT SCHEMES

generic equation represents the charge incurred by a customerdte and quality of service requests to the network in response to
a single billing cycle in all these cases: changes in service prices, so as to maximize the benefitildy
to the user, under the constraint of the user’s budget.
Although we focus on adaptive applications as the ones best

cost = cac(Rac) + p(Rac)(t — Trn) ™ suited to a dynamic pricing environment, the RNAP frame-
I Ny , ) work does not impose adaptation capability as a requirement.
+ZZ[p}L(n)(R’(n)T—V’L(n)) Applications may choose services that provide a fixed price,

i=1n=1 and fixed service parameters during the duration of service.

+(p,(n) + pi(n)Vi(n)]. (7) Generally, the long-term average cost for a fixed-price service

will be higher, since it uses network resources less optimally.
Here I is the number of service classes in the netwaik, Alternatively, applications may use a service with usage-sensitive
represents a particular service clasg, represents the accessricing, and maintain a high QoS level, paying a higher charge
rate dependent fixed charge(R,.) is the unit time connection during congestion.
price charged for the excess time above a contracted free of
charge duratioril;,,, ¢ is the total duration of a billing cycle, i . )
N, is the number of price update intervals during a billing cycld\: The Perceived Value Based Utility Function
and other parameters have the same meaning as in Section Ill-BMe consider a set of user applications, required to perform a
Multiple service classes may be used during a billing cycle, eithi@sk ormission for example, audio, video, and white-board appli-
at different times, or simultaneously for different co-existingations for a video-conference. The user would like to determine a
applications (for example, belonging to a teleconference systesgt of transmission parameters (sending rate and QoS parameters
Generally,p, andp, vary only slowly, on the order of hours,from which it can derive the maximum benefit, subject to his
while p. changes much more rapidly. For the different chargingudget. We assume that the user can define quantitatively, through
modes discussed so far, equation 7 contains different items shawiility function, the value provided by the corresponding network
in table I. resource allocation towards completing the mission. The utility
As equation 7 shows, a volume-based charging scheme 6amction is therefore a function in a multi-dimensional space,
also have an access charge component. In that case, the netwittk each dimension representing a single transmission parameter
may either specify a certain threshold volume below which onsllocation for a particular application.
the access charge applies, or alternatively, specify a threshol@€learly, the utility of a transmission depends on its quality
rate R,, (less than or equal to the access link rate), so that the perceived by the user. However, since the user is paying for
volume threshold for a single price updation period is of the forthe transmission, it appears reasonable to define the utility as the
R,, x 7. Setting a contracted threshold rate instead of a threshplerceived monetary valus that quality to the user. For example,
volume encourages users to smooth out their traffic, and tharsaudio transmission requiring a certain sending rate and certain
allows resources to be provisioned more economically. bounds on the end-to-end delay and loss rate may be worth 15
In our simulations, we implement both a congestion-dependeents/minute to the user, regardless of the real price quoted from
pricing model for the CPA service, and a fixed price mod¢he vendor.
for the FP service. Since we do not consider service class
interactions, and do not consider time-of-day dependence,é#nA lication Ad .
effect, we implement the CP-FL and FP-FL models. Howevd; APPlication Adaptation
we believe that the results from the CPA and FP are applicableConsumers in the real world generally try to obtain the best
to all the CP and FP pricing models as well as the access chapgésible “value” for the money they pay, subject to their budget
inclusive models, since the most important and influential featu@@d minimum quality requirements; in other words, consumers
of the models is the presence or absence of congestion-depentignt prefer lower quality at a lower price if they perceive this as
pricing. meeting their requirements and offering better value. Intuitively,
this seems to be a reasonable model in a network with QoS
support, where the user pays for the level of QoS he receives. In
IV. USERADAPTATION our case, the “value for money” obtained by the user corresponds
In a network with congestion dependent pricing and dynamic the surplus between the utiliy/(-) with a particular set of
resource negotiation (through RNAP or some other signalitgansmission parameters, and the cost of obtaining that service.
protocol), adaptive applications with a budget constraint willThe goal of the adaptation is to maximize this surplus, subject to
adjust their service requests in response to price variations. In tthis budget and the minimum and maximum QoS requirements.
section, we discuss how a set of user applications performing aVe now consider the simultaneous adaptation of transmission
given task (for example, a video conference) adapt their sendpagrameters of a set afapplications performing a single task. The



transmission bandwidth and QoS parameters for each application "

are selected and adapted so as to maximize the mission-wide U(z) = Uy + wlog —, (10)

“value” perceived by the user, as represented by the surplus of Tm

the total utility , U, over the total cost. We can think of the where z,, represents the minimum bandwidth the application

adaptation process as the allocation and dynamic re-allocatiorfeguires,w represents the sensitivity of the utility to bandwidth,

a finite amount of resources between the applications. and Uy is the monetary “opportunity” that the user perceives
In this paper, we make the simplifying assumption that for eadh the application. When the utilities of all the applications are

application, a utility function can be defined as a function onkgpresented in the format of equation 10, the optimization process

of the transmission parameters of that application, independéta system with multiple applications as described in Section

of the transmission parameters of other applications. Since WeB can be represented as:

consider utility to be equivalent to a certain monetary value, we

can write the total utility as the sum of individual application i , I , ,
utilities: max Z[UO + w’ log — —p’ x a7
j m
U = z:[[]i(af)]7 (8) S. t.ij xxl <b
wherez’ is the transmission parameter tuple for the appli- and 27 > x7,, V. (11)
cation. The optimization of surplus can be written as The Lagrangian for this problem is :
max Z:[U (z') = C"(x")] L(z,pl,b) = Z[Ug +w log ;j —pl x 29
) y m
s. 3 Cial) < b '

—|—>\[b — Z(pj X (L’j)] + Z /ffj (xj - xgnolz)

xi_gxigxi , (9) J
e e The first order conditions are thus:

where zi .~ and z?, . represent the minimum and maximum
transmission requirements for streapandC" is the cost of the w ‘ _ ‘
type of service selected for streaimat requested transmission Ly=——-(14+XNp +p <0,if <,27 =0
parameter’. zJ o

One way of carrying out this optimization is to fit the utility Ly=0b- ij xx) >0,if > A=0 (13)
function to a closed form function. The optimal solution is then j
obtained by using Kuhn-Tucker conditions for a maximum subject Ly = 2d > 0,if >, 1 =0. (14)

to inequality constraints. ' '

In practice, the application utility is likely to be measured bjNow supposer’ > 0, thereforey’ = 0. If the user can obtain
user experiments and known at discrete bandwidths, at one dha optimal bandwidth for the system at a cost below its budget,
few levels of loss and delay, possibly corresponding to a subseen A = 0, and
of the available services. At the current stage of research, some

possible services are guaranteed [24] and controlled-load service w’ )

[25] under the int-serv model, Expedited Forwarding (EF) [10] L, = el —p’ =0,

and Assured Forwarding (AF) [11] under diff-serv. In this case, it j

is convenient to represent the utility as a piecewise linear function therefore, 27 = w_ (15)
of bandwidth (or a set of such functions). A simplified algorithm v’

is proposed in [26] to search for the optimal service requestsgfance w’ represents the money a user would spend based on its
such a framework. perceived value for an application. If the budget is not a constraint,
the bandwidth allocation for an application is simply equal to the
C. An Example Utility Function and the Adaptation of UsefSE"S Willingness to pay for the application over the price of the
. requested service for the application, i.e., equal to the optimal
Requirements bandwidth of the application.
We can make some general assumptions about the utilitylf the total bandwidth a system can obtain is bounded by the
function as a function of the bandwidth, at a fixed value dfudget, then optimal solution for the system becomes:
loss and delay. A user application generally has a minimum
requirement for the transmission bandwidth. He also associates

J
a certain minimum value with a task, which may be regarded L, = v (I+XNp’ =0 (16)
as an “opportunity” value, and this is the perceived utility when 7 . )
the application receives just the minimum required bandwidth. b— ij xz! =0 (17)
The user terminates the application if its minimum bandwidth j

requirement can not be fulfilled, or when the price chargeﬂom the first equation, we can gptz/ — wi/(1 + ), and

is higher than the opportunity value derived from keeping the, )<t ie this into the second equation, yieldifig+ \) —
connection alive. Also, user experiments reported in the Ilterat?fj w? /b. Therefore the demand function is

[27][28] suggest that utility functions typically follow a mode
of diminishing returns to scale, that is, the marginal utility as by —w

a function of bandwidth diminishes with increasing bandwidth. i Do
Hence, a utility function can be represented in a general form as: = I :

(18)



those agents. NeViT supports Sun Video card for capturing and
L compressing video images. The card supports JPEG, MPEG,
RNB

CellB and YUV video in hardware and NeViT provides the
appropriate algorithms for decompressing and displaying JPEG,
Internet MPEG, and YUV video images. Since video is more flexible in its
bandwidth needs and thus lends itself more readily to adaptation,
the video media agent NeViT is enhanced with a bandwidth
adaptation algorithm that tunes the video frame rate to achieve
different transmission data rate.
In addition to the above applications, the framework comprises
of certain software agents - a Host Resource Negotiator (HRN),
a Media Negotiation Agent acting on behalf of each ap-
ICation. These agents exchange information over the Resource
?gotiation Bus (RNB) by using a communication protocol called
a”ttern Matching Multicast (PMM) [30]. PMM messages are used
or HRN and MNAs to exchange media parameters during a
session, such as the bandwidth and frame rate of a video source, or
the compression algorithm parameters for an audio. Since MINT
D. Scaling of the Utility Function allows decoupled media to work together, other media agents can
£asily be attached to the conference BUS without the necessity of
I_E/Eaanging the system structure. If a newly attached media supports
pate adaptation, HRN will also send control message to inform
the media to adjust its rate when necessary.
Each MNA communicates its application requirements (such as
nimum bandwidth) and changes in requirements (for example,
a temporary increase in application priority to accomplish a time-
ritical task) to the HRN. The HRN negotiates with the network
rough RNAP for delivery services with specific transmission
ndwidths and other QoS parameters for each application. The
N has a certain budget with which to obtain network services,
nd hence it can acquire a finite amount of network resources.
of the utility function (by increasings) tends to increase the allocates these resources to the MNA's such that the system-

bandwidth share of an application, since it results in a bigger af{d€ benefit to the user is maximized. Every time the HRN
ditive increase in perceived surplus with an increase of bandwidfficeVes updated prices from the network, it determines the
Effectively, the demand elasticity of the application is reducegPtimal sending rate and service parameters for each application,
The opposite effect is observed whenis reduced. and sends a control message on the RNB. Through this message,
each MNA receives a target transmission bandwidth and certain
QoS assurances. In turn, each MNA interacts with the media
V. RESOURCENEGOTIATION AND RATE ADAPTATION IN A controller of its respective application to adjust its encoding

MULTIMEDIA SYSTEM process according to the targeted transmission rate and the QoS

In the preceding section, we introduced the concept of appli@:SUrances it has received. In effect, the MNA hides the resource
tion utility and system-wide utility. We explained how we defin@€gotiation and allocation process from the application.
utility, and determine the sending rate and QoS parameters based
on the maximization of user valuation surplus subject to budget VI. SIMULATION RESULTS AND DISCUSSION
constraints. We now consider how the above work may be appliedn this section, we introduce the simulation topology and
in the context of a real multimedia system. As an example, WWarameters, and performance metrics in Section VI-A. We then
consider an extended version of the Multimedia Internet Termingdscribe our simulation results that demonstrate some of the

(MINT) [29] system, a flexible multimedia tool set that allowsmportant features of our proposed adaptive reservation infras-
the establishment and control of multimedia sessions across fheture in Section VI-B.

Internet. The various components of this extended version, and
their interactions are shown in Fig. 2. . .
The principal application components of MINT are NeVoT- Simulation Model
and NeViT. Both NeVoT and NeViT support rate adaptation. The policies are simulated at the call level, based on the user-
NeVoT is an audio tool that allows the user to join differemequested bandwidth, as opposed to packet-level. Depending on
sessions simultaneously. The transmission quality of NeVoT cHie service type and network infrastructure, the network may learn
be changed by switching audio encoding during a transmissiaiser resource requirements explicitly through a signaling proto-
with different participants being able to use different encodingsl, or implicitly by traffic measurement. We simulate explicit
at the same time. Currently the encoding algorithms used risource reservation and price signaling through RNAP.
NeVoT include LPC (5.6 kb/s), GSM (13.0 kb/s), DVI (32 kb/s), We used thenetwork simulatof31] environment to simulate
PCMU (64 kb/s), 16 bit/44.1 kHz high CD stereo (1411 kb/sjwo different network topologies, shown in Fig. 3 and Fig. 4.
The adaptation of the audio rate in NeVoT is done by switchingppology 1 contains two backbone nodes, six access nodes, and
the coding algorithm used and in a discrete level. twenty-four end nodes. Topology two contains five backbone
NeVIiT is a video tool that is extended to achieve intemodes, fifteen access nodes, and sixty end nodes. Topology two
media synchronization, automatic quality of service control amas also used in [32]. All links are full duplex and point-to-point.
interaction with other media agents without being dependent ®he links connecting the backbone nodes are 3 Mb/s, the links

RNAP
[ 1sc| [ReservationAgen | HRN|=<—— NRN

Fig. 2. The architecture of the extended MINT system

Therefore, when the budget is a constraint, each application
a system receives a share based on the user's perceived
of this application. Note that the prices applicable to differe
applications in a system (e.g. video conference) can be differ
since each application may require different class of service
get a different price quotation from the network.

In this section, we consider how changes in utility function m
influence the resource distribution. The utility function represe
the relative preference of the user for different bandwidt
Changes in the opportunity/y, result in a constant (bandwidth-
independent) offset to the utility function, and does not influence.
the resource distribution as long as the valuation of a bandwi
is higher than its cost. On the other hand, sibigaepresents how
much the user is willing to pay to just keep the application aliv
lowering Uy allows the application to be terminated more readil
during congestion. If a user values an uninterrupted service hig
he would increasé;.

A multiplicative scaling-up of the bandwidth dependent portio



Receivers In the simulation, we show the performance of the system for

a range ofoffered loads The offered load is defined as the ratio

between the total user resource requirement at the bottleneck,
and the bottleneck capacity. Under the FP policy, the total user
resource requirement is also the actual resource demand from

@
w
<
o
(7))
i
2] [5} 3)

o all the users. Under the CPA policy, the total user resource
.ﬂﬂﬁs 2Mbls requirement is what the total resource demand would be if there
were no resource contention at the bottleneck and the network

did not impose an additional congestion-dependent price.

Both economic and engineering performance metrics are of
interest in our study. We define the following engineering perfor-
mance metrics:

« Bottleneck bandwidth utilizationThe average bandwidth
utilization at the bottleneck node is measured by averaging
the reserved bandwidth (expressed as a ratio of the link
capacity) over all negotiation periods.

« User request blocking probabilityrhe user request blocking
probability is the percentage of user reservation requests
being denied by the system, due to insufficient provisioned
resources. Unsuccessful re-negotiation during an ongoing
session is not considered as a block, and the old resource
reservation will be maintained upon failure of re-negotiation.

Fig. 4. Simulation network topology 2 We also define the following economic performance metrics:

) o Average and total user benefiThe user benefit is the
connecting the access nodes to the backbone nodes are 2 Mb/s!perceived value a user obtains through a transmission of a
and the links connecting the end nodes to the access nodes are certain bandwidth (which may vary during the transmission
1 Mb/s. At each end node,_there is a fixed _numNgrof sending due to adaptation by the user) and of a certain duration,
users. We use topology 1 in most of our simulations to allow us  cajculated using the user's utility function. Clearly, the user
to simulate congestion from a single bottleneck node, and only gptains no benefit if its connection request is blocked. The
use topology 2 to illustrate the CPA performance under a more ayerage user benefit is the average of perceived benefits
general network topology in Section VI-B.7. _ ~ obtained by all the users, and the total user benefit is the

User requests are generated according to a Poisson arrival gym of perceived benefits obtained by all the users.
process and the lifetime of each flow is exponentially distributed, pricee We monitor the end-to-end price quoted by the
with an average length of 10 minutes, representative of a typical npetwork during a simulation as a measure of the stability
telephone call [33]. In topology 1, users from the sender side of the price adjustment / user adaptation process.

independently initi_alize unidirectional flows towards ran_domly . User charge A user is charged based on its bandwidth
selected receiver side end nodes. At m@sV, flows (48 sessions requirements during a user session and the corresponding

with N, set to 4) can run simultaneously in the whole network.  price quoted by the network.

In topology 2, all the users initialize unidirectional flows towards , Network revenueNetwork revenue is the total charge paid to
randomly selected end nodes. At m68tV, users (360 sessions  the network for all the admitted requests during a simulation.
with N, set to 6) are allowed to run simultaneously in the whole

network.

The users are assumed to have the general form of the utifty Simulation Results
function shown in Section IVw, the elasticity factor, (and also In this section, we show simulation results with the model
the user’s willingness to pay) is uniformly distributed betweedescribed in Section VI-A.
$ 0.125/min and $ 0.375/min for a 64kb/s bandwidth. The 1) FP Policy versus CPA PolicyWe first compare the perfor-
opportunity costlU, is set to the amount a user is willing tomance under the FP policy and the CPA policy, with the default
pay for its minimum bandwidth requirement, and is hence giveonditions specified in Section VI-A. Figs. 5 (a)-(d) depict the
by Uo = Phigh X Tmin, Wherepyq, is the maximum price the results of the simulations
user will pay before his connection is dropped. Users re-negotiatd=ig. 5 (a) shows the variation of the utilization as a function
their resource requirements with a period of 30 seconds in all thiethe offered load, expressed as a fraction of the link capacity.
simulations. The network utilization under FP policy increases continuously

The unit bandwidth price charged by the FP policy, and thwith the increase of offered load. The utilization of CPA policy
unit bandwidth usage price charged by CRA, are both set initially increases with the increase of the offered as expected,
to $ 0.15/min for 64 kb/s transmission. The holding prigein  and then saturates at the targeted reservation level of 0.9 as the
the CPA policy is assumed to be zero, since all simulations arffered load increases beyond a threshold 1.1. This is as expected,
currently performed within a single service class, and interactiosiace the objective of the CPA policy is to provide the users the
between service classes are not considered. The targeted ilidentive to back off their individual resource requirements in
utilization of the CPA policy is 90% unless otherwise specifiegheriod of resource contention so that the total resource demand
and congestion pricing is applied when instantaneous usageain within the targeted level.
exceeds this threshold. The price adjustment procedure is als8oth policies admit all connections until the total link capacity
controlled by a pair of parameters, the price adjustment steps saturated. Fig. 5 (b) indicates that the blocking probability of
from equation 4 and the price adjustment threshold parametelFP scheme increases almost linearly as the offered load increases
defined in Section I1I-B.3. Unless otherwise specified, values bé&yond 0.9, while the blocking rate of CPA increases initially and
o =0.06 andd = 0.05 are used. then starts to decrease after reaching a maximum at offered load
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Fig. 5. Performance metrics of CPA and FP policies as a function of offer€dy. 6. System dynamics under CPA: variation over time of system price
load: (a) bottleneck utilization; (b) blocking probability; (c) total network revenuga), and average user demand (b), at different offered load; time-average and
(d) total user benefit; (e) average user benefit. standard deviation of system price (c), average user demand (d), and average user
expenditure (e), plotted against offered load.
1.1. This is because the price adjustment step is proportional to
the excess bandwidth above the targeted utilization and increasesefit across all users decreases sharply with the load. The CPA
progressively faster with offered load at higher loads, and thas a much smaller blocking probability, which gives a higher
user bandwidth request decreases proportionally with the priseerage perceived benefit as load increases. This should serve
according to the general utility function of Section IV. Theas an incentive for users to choose the CPA policy over the FP
blocking probability of FP policy is almost 40 times larger thapolicy.
that of the CPA policy at the heaviest load. We now consider the dynamics of the system price, user
Fig. 5 (c) compares the network revenue under both FP ap@ndwidth demand, and user expenditure during the simulation.
CPA policies as a function of the offered load. The FP policyhe results are shown in Figs. 6 (a)-(e).
flattens out after the onset of request-blocking, indicating thatFigs. 6 (a) and (b) show the dynamic variation of the system
the average number of accepted connections increases slgwlge and user bandwidth demand respectively at three different
beyond this point. With the CPA policy, the revenue increastavels of offered load. The bandwidth demand is shown for
more than linearly after the network utilization saturates at tla@ “average” user, that is, one whose minimum and maximum
targeted level. The loss of revenue due to the scaling downlsfndwidth requirements are averages of the corresponding re-
individual bandwidth requests is more than offset by gains dgeirements of the user population. The price and bandwidth are
to the admission of more connections and the increase in thgarly static at a load of 0.8, and are adjusted more frequently
congestion price. at higher offered loads, due to the more frequent arrival and
Fig. 5 (d) shows that the user benefit flattens out for botteparture of users.
policies after the onset of request blocking. The total benefitFigs. 6 (c) and (d) show the average and standard deviations
gained under CPA is higher than that under FP beyond thikthe system price and user bandwidth demand as a function of
point, and the difference increases as the offered load increasies.offered load. The standard deviation in both figures shows the
As illustrated in Section IV, there is a potential opportunitgame trend as the blocking speed of Fig. 5 (b), an increase to a
cost associated with a request being blocked. The decreaseertain level and then a decrease. Initially, the price and demand
perceived benefit per connection of CPA due to the reduction ddviations increase as load increases due to the more aggressive
bandwidth is offset by the increase in the number of admittedngestion control. At heavy loads, the increased multiplexing of
connections, each of which receives an “opportunity”. In effeatser demand smoothes the total demand, and therefore reduces
the CPA policy allows the network bandwidth to be used mofictuations in the price.
efficiently under high loads. From the perspective of the user, the session cost (expenditure)
Fig. 5 (e) shows the average perceived benefit per user agaamst application level QoS performance are the most significant
offered load. For the FP policy, individual user requests do nmtetrics. Fig. 6 (e) shows when the users adapt under the example
depend on the offered load, and consequently, the average bentéfity function of Section IV, the user can operate at a stable
per admitted user is independent of offered load. However, axpenditure, and therefore under a fixed budget, meeting one of
progressively smaller fraction of users is admitted by the RRe fundamental goals of demand adaptation.
policy as offered load increases. Therefore, the average perceivetihe total variation in price over a range of loads also depends
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CPA.
Fig. 9. Performance of CPA and FP at different valuesfpf(a) blocking
on the basic usage price and holding price values, which shopiebability; (b) time-average and standard deviation of system price under CPA.
be set to reflect the long-term user demand for different ser- N _ N
vice classes, so that demand fluctuations above the congesfi§rgXPlained in Section IViy also represents a user’s willingness
threshold are short-term and infrequent, and congestion pricigPay for bandwidth. .
is only occasionally employed to smooth out traffic peaks. We USers with different demand elasticity are seen to share band-
are still studying the interaction of long-term network resourc#idth fairly, with each user having a bandwidth share proportional
provisioning with the short-term network resource negotiation. !0 its relative willingness to pay for bandwidth (Fig. 10). In effect,
The results in this section indicate that the CPA policy tak&$€rs with more stringent bandwidth requirements choose to pay
advantage of application adaptivity for significant gains in neg Nigher charge and *borrow” bandwidth from users with more
work availability, revenue, and perceived user benefit, relatifd@Stic requirements when the network is congested.
to the fixed-price policy. The congestion-based pricing is stable?) Efféct of Session Multiplexing We vary the number of
and effective. If the nominal (un-congested) price is set fo/Stomers sharing a system and evaluate the effect of the in-
correctly reflect long-term user demand, the congestion-ba&&g@sed multiplexing of session requests under both CPA policy
pricing should effectively limit short-term fluctuations in load. Td FP polilcy a? the number ofllfsessflon.s IS mcreasr;ed. We keep
2) Variations of Network Control Parameter$n this section, the network topology and user utility distributions unchanged, but

we study the impact of certain network control parameters éﬁale the link capacity proportionally with the maximum number
sti

the network and user metrics. The parameters are: the conge OWS.

; P . Ig. 11 (a) shows that the overall link utilization under FP
control thre§hold (or targeteq link ut|I|zat|0|p l:_)eyond which . c gases ;S) the number of connections increases, at a given
the g:ongesﬂon-dependent price component is |mposed; the p} red load. The link utilization under CPA also ,increases
scaling factorg, used to control the rate at V.Vh'_Ch a Congesteffiy the number of flows at moderate to high loads, but the
lflar(]jku Smbr-zrr?tu ?r?:egr?cc)ll:ﬁ? t(\)/vrg?ceh tﬁ;ﬂgiﬂ eu';lrlézeﬁtg)r?c, avcghtwhigﬂcl?tilization is eventually limited to the targeted level. Fig. 11 (b)

J : q y shows that, as the number of connections increases, the blocking

ihe price s updated. The parameters are varied one at a tlmeprobability decreases under both FP policy and CPA policies.

In Fig. 7, the user benefit decreases if the target utiIizatioaniS is because that the larger number of connections lead to
set either too low or too high. Also, with too low a target, deman o raffic multiplexing and hence more efficient use of network

fluctuations are higher, while too high a targeted level results g, 4 yidth, However, the improvement is much more pronounced
a high blocking rate. Increasing the price scaling faetqwhich —, yer the CPA policy than under the FP policy, particularly
affects the speed of reaction to congestion) significantly reduces ’

the blocking probability (Fig. 8). However, too large a valuerof
results in network under-utilization at offered loads close to the

> —_ 5

target utilization, and also results in large network dynamics. If £ 1o — £ S e
the price adjustment threshold parametés set too high, there g ,0r = * =, |- w=o0z € 2s Wm0z
is no meaningful price adjustment and adaptive action. Below = | , . . "« ' S26 '
a certain level, further reductions thdo not give performance  § TR Gyt e e ey
benefits (Fig. 9). g R -

3) Effect of User Demand Elasticityin this experiment, we ® &0 o g,
study the effect of the user demand elasticity factoion the § o a;‘“jlg
system performance. A smaller valuewfcorresponds to a more  z ©s (@) Offered networkload —+ ~ ° (b) Offered network load

elastic demand, since the bandwidth-dependent component of the
Utlhty is smaller, and the user can reduce its bandwidth requean. 10. Effect of the elasticity factow on bandwidth allocation and user

response to a price increase with only a small decrease in Utilgﬁaenditure: (a) average bandwidth reserved by users with the three different
values ofw; (b) average expenditure of users with the three different values of
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Fig. 11. Performance of CPA and FP with different number of customers sharifig. 13. Performance of CPA when only some of the users adapt their bandwidth

the svatem- (a) hottleneck tilization® (hY hlnckina nrohabhility reauests: (a) bottleneck utilization: (b) blockina probabilitv.
4“63 120 1 % 1
—— FP
— '(7)\ 100 5 0.9 s 08 —x— CPA adapts within session
< 34 B w© © Y°[| -O- CPA adapts at start
£ S = S
E E E 0.8 ;Ej’ 0.6
&8’ g ® § 07 8 04
g £ s i
= 24 24 = 0. e . . .
& deueers & 2of| — ssusers & Bl | I
—+— 96 users —+- 96 users 0.5 g
0 0 0.5 1 15 0.5 1 1.5
2 22 24 26 28 3 2 22 24 26 28 3 (a) Offered network load (b) Offered network load
(a) time (s) x 10" (b) time (s) x 10"
PEEC X 120 Fig. 14. Performance when CPA users select bandwidth only at session set-up,
o compared with performance when they continue to adapt during the session (a)
<, g bottleneck utilization; (b) blocking probability.
£ £ 80
§ B—B— - avg p, 24 users % ﬁ avg Ew. ig users By,
= — , 48 avg bw, 48 users : . . . .
%2 & avap, o6 users B |5 20 bw, 96 users for the entire user population - both adaptive and non-adaptive
Q. e G eer ‘é‘ 40[ | T D e g oo users - particularly up to a certain threshold load. Our results
o > p dev, 96 users @ 0| [ > bwdev, 96 users also indicate that the total user-perceived benefit increases with
b ap-t-®=BRRw 2 4 o o o e-+#Bee.4 the proportion of adaptive users (not shown here).
0.5 15 0.5 15

We should also expect CPA to have an additional inherent
advantage over the FP policy even when most of the users are non-
Fig. 12. System dynamics with different number of customers sharing the saff@@ptive. In reality, the usage price shown in Section IlI-B would
bottleneck: variation over time of system price (a), and average user demand f@flect the estimated long-term network load. The congestion price
at an offered load of 1.2; time-average and standard deviation of system pricaguld be only used to smooth out temporary peaks, and the
and average user demand (d), plotted against offered load. general usage pattern would result in optimal utilization at the

offered usage price. However, a vendor charging a static price
when the network is saturated. Under CPA, the blocking rateP) would need to charge a certain premium above this optimal
with 96 connections is up to 50 times smaller than that with 2¥ice, as a risk premium, while the CPA policy allows the vendor
connections. to operate around the optimal price and use congestion pricing to

Fig. 12 depicts the price and demand dynamics as the netwBFRtect against demand peaks.
scales. Figs. 12 (a) and (b) show that the frequency of price an@) Session Adaptation and Adaptive Reservatiddnder
demand adjustment do not change appreciably with the numbeR&AP, applications can either pick a bandwidth when starting
connections. As expected, both price and user bandwidth demangession and keep that bandwidth during the session or adjust
become smoother as more users share the network, and thi¢sigesource demands during each negotiation interval. We refer
confirmed by the smaller standard deviations shown in Figs. i@ these modes as initial adaptation and ongoing adaptation,
(c) and (d). respectively.

The results in this section indicate that the performance ofFig. 14 (a) shows that initial adaptation results in a slightly
the CPA policy further improves as the network scales atewer network utilization at moderate-to-high loads, about 3-5%
more connections share the resources. Note that the performamaller than the utilization under ongoing adaptation. This is
improvement is due to the multiplexing of different user resebecause if a session arrives during a traffic peak, it will request
vation requirements. This is different from the multiplexing of smaller bandwidth, which will not be scaled back after the
instantaneous user traffic, in which case the aggregate traffic nla§ demand is driven down. Fig. 14 (b) shows that as expected,
be self-similar. adaptation during a session allows for more efficient bandwidth

5) Adaptive and Non-adaptive Userdn this section, we usage and the blocking probability is reduced by half.
consider the environment where some users adapt their bandwidtii) CPA Performance with Traffic Interactions from Different
requests under the CPA policy, while others maintain fixed serviBaths: In the experiments above, we studied the performance of
requests even when the congestion price is imposed. The la@&A when the traffic shares a common bottleneck. In this section,
group represents users with a willingness to pay that is higke assume network topology 2 in Fig. 4, with the potential for
enough to maintain their maximum bandwidth requirements evanltiple bottlenecks to exist, and for these bottlenecks to interact.
at the highest price charged by the network. In this set ofIn the simulation, traffic is generated symmetrically from all
simulations, we restrict the maximum price so that the price doesers, as described in Section 5. The five backbone links are the
not increase without bound when all of the users are non-adaptietential bottleneck links. Note that in reality, the backbone links

The results show that even a small proportion of adaptive usarg normally over-provisioned. We target the backbone links to be
may result in a significant performance benefit and better servimettienecks only for the convenience of simulation. We monitor

1 1
(c) Offered network load (d) Offered network load
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the utilization at one of the backbone links, and calculate all the
other parameters across the whole network. Fig. 15 (a) and (b)
show that both the utilization and blocking probability have trends

similar to those for a single bottleneck, except that the variation

of the utilization and blocking probability is not as smooth due e
to the coupling of the traffic between different paths. Bandwidth (kbfs)

8) Other Mechanisms to Reduce Network Variatiohke user
adaptation behavior also influences the variation in bandwidth
seen by application as well as the overall network behavior.
A user can, for example, only request a change in bandwidthpacity of 64 kb/s, the usage price is seRdisc/Mb. Assuming
if the price change exceeds a given range. This reduces btbtht the next lower level of service is chargedat/min, or1.3
the frequency of bandwidth adjustment and the user surplegMb, the holding price is set at.3 ¢c/Mb. The price updation
The initial adaptation described in Section VI-B.6 is the limiperiod was set at 30 seconds.
case where user reservation reflects only the price quoted at thé/e assume that the budget available to each application is such
beginning of the session. that it can just afford the optimal sending rate when the link

A somewhat similar scenario can be envisioned in a coieuncongested. The metrics considered are: the behavior of the
network, in which bandwidth reservation is carried out by neprice in response to bandwidth demand, the influence of the price
work providers rather than by individual users. In this case, tive driving adaptation of user bandwidth requirements, and the
providers can change their bandwidth requests in multiples oflgenefit” gained by the applications in terms of the surplus (or
large block of bandwidth, only when the user flow-level demarnskrceived value of the service relative to its cost).
to the customer providers changes by a certain increment. This
can reduce both network dynamics and signaling overhead in the .
core network, and has been discussed in greater detail in [17P- Experimental Results

We examine the adaptive behavior of the audio (NeVoT) and
VIl. EXPERIMENTAL RESULTS AND ANALYSIS video (NeViT) applications in the MINT video conference system

In this section, we describe our experimental results using®g Well as three single applications referred as session 1, session 2
simplified implementation of RNAP. The implementation wa&nd session 3. As mentioned in Section IV-B, the application
based on an extension of the RSVP signaling protocol [17], and
carried out on a test-bed consisting of two routers connectec

User utility/Cost ($/min)

Fig. 17. Utility functions used for the three background applications

a single 10 Mb/s link. An RNAP agent was implemented at ez *°[[==auo iy g™ °
node. Two types of service were implemented - the traditio g °|| — Videouiy e g | network bandwidifprice =
best-effort service, and the Controlled Load (CL) [34] servig *° i = total network bangwicth demand | =
proposed within the int-serv model. g ° o g g
Although our implementation was highly simplified, it allowe § ** % rY
us to demonstrate several features: the periodic RNAP negotie 5 * z &
process including resource negotiation and pricing and charg °s 5
the stability of the usage-sensitive pricing algorithm and 0% 500 1000 B0 = % 1m0 200 3000 a0

effectiveness in controlling congestion; the adaptation of u (@) Bandwidth (kb/s) (b) Time (seconds)
applications in response to changes in network conditions and ' ' - _ '
hence in the service price; and the effect of user utility functiofrig. 18. (a) Audio and video utility functions used for adaptation by MINT; (b)

on user adaptation and resource allocation. Price and total bandwidth variation in the same experiment.
B 1200 700

A. Experimental Setup and Parameters %woo 600f— g
The test-bed consisted of two routers (Ra and Rb) conne« § 800 500

by a 10 Mb/s link, schematically represented in Fig. 16. Ea § sooi—5om
interface at Ra and Rb had a capacity of 10 Mb/s, of whick ¢ | - sesson2 e
Mb/s was configured to support the high priority CL service, a 2 sool | & mint audio 200 int at
the remaining bandwidth was configured for best effort servi & * || = mntonr | o cmmmms = ittt
The congestion threshold was set to 70% of the CL capacity ‘m % 1000 2000 3000 4000 100 1000 2000 3000 4000
Mb/s). Background traffic was also sent using best effort servi__. (8) Time (seconds) (b) Time (seconds)

We assumed a service roughly as expensive (per unit band-

width) as a telephone line. Assuming a chargd @t/min for a Fig. 19. Individual bandwidth reservations (a) and perceived surplus in the
’ adaptation of Mint applications (b).

— sessionl
— — session2
3001 — . session3
—©— mint audio

User surplus ($/min)
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utility is likely to be measured by user experiments and know Bandwidth Adaptation

at discrete bandwidths and it is convenient to represent thqn this section, we categorize approaches towards bandwidth
utility as a piecewise linear function of bandwidth. Instead ofyaptation in response to congestion, as summarized in Ta-
using the example utility function described in Section IV-Gyje || The first row of Table Il shows approaches that rely on
piecewise linear utility functions were used for the experimenf§seryation, and the second row shows approaches that do not.
to show the generality of our proposed multimedia adaptatigihe columns correspond to adaptation at different time scales,
framework. The simplified algorithm proposed in [26] was US€gecreasing from left to right. In the simplest form, the bandwidth
by each application to search for the optimal service requesis.the application is constant and independent of the network
The utility functions for the three background applications aigngition. Examples include common streaming applications that
shown in Fig. 17, and the utility functions for the audio andimply attempt to send data or reserve a given bandwidth. Many
video applications are shown in Fig. 18 (a). . applications can adjust their resource demand at the time of

The three single user applications were started first, and sh g&sion creation. For reservation-based systems, OPWA [40] can
the same output interface of the link. To create different lev used to find out the available bandwidth. ,For best-effort
of network load, a simple data source model was used in €aGRems, the end system may know its network access bandwidth
session to continuously send UDP packets. The packet generafjpy s avoid requesting a 1 Mb/s stream when connected via a
rate was tunable to allow user adaptation. The three applicatioisg kph/s modem.

are shown (Fig. 19) to reach stability at time 630 secondsy,, ; licati ; hei
with bandwidth allocations of 712 kbls, 994 kbis, and 994 kb, e oo Phive applications can acjust (helr resouce usage

respectively. scales of minutes, seconds to several tens of seconds and on
At the un-congested link bandwidth price, the optimal audige”orger of a round-trip time. As far as we know, adjustable
bandwidth for MINT is 64 kb/s, and the optimal video bandwidthy e ation on any time scale has not been studied extensively.

is 384 kb/s. At time 2000 seconds, the MINT video conferencg | o recent research on adaptation is based on best-effort

system is started, and it first requests optimal bandwidth allgs\ice with signaling mechanisms such as packet loss rates for

cation (64 kb/s + 384 kb/s). The MINT applications competgqpack [12]. For example, loss rates can be determined from

for bandwidth with three single media applications belongingrp intormation [41], which is distributed on the order of five

to different users. The total requested bandwidth exceeds ecg%e!;everal tens of seconds for modest-size receiver groups. Data

link congestion threshold, forcing the price up. It is observ o . ; : g

. . . i plications can easily adjust their rate every round-trip time.
tbhe gle.\é?g b?”dt‘."”dth r%r?ﬁ'”ﬁl u\?ﬁ_hgnggd.émt_h hlgher é’?r'gn wever, adjustments more frequent than every minute or so are
andwidth valuation), and the NeVIT bandwidth is reduced to 34¢ .. 't he perceptually annoying to multimedia applications.

kb/s. The bandwidth share of the three competing user applicatlor|1n earlier work, we described a Resource Negotiation and

drops to 700 kb/s, 800 kb/s and 907 kb/s respectively. User 1 wscin -
: : ; g Protocol [17]. RNAP enables the network to periodically
the most elastic bandwidth requirement between 700 kb/s & jate service prices and communicate current prices to the
1000 Kb/s, and therefore initially gets a smaller share. But it [5o "since RNAP focuses on dynamic re-negotiation and pricing,
I(?[sst e(;astlc ago"ehmr? Eb/s, ancli etx_ftelr the MtINT ?pri_h(_:tatmns Hllows the time scale of price updation and rate adaptation to
started, user 2, which has a relatively greater elasticity near lis (4ij5req to user requirements and service characteristics. In

current allocation, reduces its requirement the most. The abqyG,era| we envision a time scale of minutes for RNAP-based
experiment demonstrates the efficacy of the adaptation framew ptation process

in allowing new sessions to join gracefully even when the networ
is highly loaded.
C. Pricing and Billing in the Network

. ) VIl ,RELAT_ED WORK . Microeconomic principles have been applied to various net-

In this section we briefly discuss related research work {fjork traffic management problems. The studies in [42][43][44]
three main areas: resource reservation and allocation mechanigps:hased on a maximization process to determine the optimal
bandwidth adaptation by applications; billing and pricing in thgssource allocation such that the utility (a function that maps

network. a resource amount to a satisfaction level) of a group of users
. ) is maximized. These approaches normally rely on a centralized
A. Resource Reservation and Allocation optimization process, which does not scale. Also, some of the

Current research in providing QoS support in the Internetgorithms assume some knowledge of the user’s utility curves
is mainly based on two architectures defined by IETF: pdpy the network and truthful revelation by users of their utility
flow basedintegrated servicegint-serv) [35], and class-basedcurves, which may not be practical.
differentiated servicegdiff-serv) [9]. In both architectures, im- Theoretical frameworks of congestion pricing have been dis-
plementations should include a mechanism by which the ussissed thoroughly by several authors [45][46][47][48]. Kelly et
can request specific network services, and thus acquire netwalrf45] and Low et al [46] show how selfish users, seeking to
resources. Current implementations of int-serv and diff-serv lagkaximize their own net benefit, can be given the right incentives
integrated mechanisms by which the user can select one ousefas to globally optimize the social benefit. ECN-based marking
a spectrum of services, and re-negotiate resource reservatio®s been proposed in [47] to convey congestion information back
dynamically. They also do not integrate the pricing and billintp the end systems, and the resulting system converges to a systen
mechanisms which must accompany such services. optimal state as long as all utility curve are strictly concave.

Resource allocation schemes based on perceived-quality hensgead of only marking the packets, the authors in [48] proposed
been studied in [36][37][38]. These studies were limited to assigning each packet a price to reflect the congestion of the
local system, and did not address the interaction of the locstwork. These schemes assume network services are best-effort,
system with a large network. Liao [39] allocates resources &md rely on a pure market mechanism to maximize social benefit.
achieve equal perceived quality. In Section IV, we argued thatin [44][49][50], the resources are priced to reflect demand and
perceived quality does not directly represent the economic vakigply. The methods in [44][49] are limited by their reliance
of communications. on a well-defined statistical model of source traffic, and are
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fixed adjust at adjust | adjust adjust
rate conn. setup (~min) | (~10s) (RTT~100ms)
reservation| telephone int-serv/diff-serv,| RNAP — —
based int-serv/diff-serv| RNAP
best effort | current based on access RNAP | adaptation | TCP
based multimedia line speed in literature
TABLE I

COMPARISON OF ALGORITHMS FOR ADJUSTING BANDWIDTH IN RESPONSE TO CONGESTION

generally not intended to adapt to changing traffic demands. TWkile too high a targeted level results in a high blocking rate.
scheme presented in [50] is more similar to our work in that ibhcreasing the price scaling facter (which affects the speed
takes into account network dynamics (session join or leave) aofd reaction to congestion) significantly reduces the blocking
source traffic characteristics. It also allows different equilibriunprobability. However, too large a value of results in network
prices over different time periods. However, congestion is onlynder-utilization at offered loads close to the target utilization,
considered during admission control, and the study is restrictand also results in large network dynamics. If the price adjustment
to a single service class. threshold parametéris set too high, there is no meaningful price
Some of the work above assumes immediate adjustment of #tgustment and adaptive action. Below a certain level, further
price in response to the network dynamics, or require the useréaluctions irf do not give performance benefits or disadvantages.
maintain a static demand until a optimal price is found, which is Users with different demand elasticity are seen to share band-
not practical. Our work is concerned with developing a flexibMidth fairly, with each user having a bandwidth share proportional
and general framework for resource negotiation and pricing atudits relative willingness to pay for bandwidth. The results also
billing, and evaluating the performance benefits of congestioshow that even a small proportion of adaptive users may result
sensitive pricing and adaptation through simulations and exp&r-a significant performance benefit and better service for the
iments, decoupled from specific network service protocols. Oemtire user population - both adaptive and non-adaptive users.
work can therefore be regarded as complementary to some of Thee performance improvement given by the CPA policy further
cited work. improves as the network scales and more connections share the
resources. Finally, our testbed results show the effectiveness of
IX. CONCLUSION the intelligent service architecture in managing resources for a
real-time video-conference system.

The rapid deployment of new applications and the inter-, yhis naper, we restrict ourselves mainly to a particular path,

connection of networks with increasing diversity of technoloy,g siudy the dynamics of pricing and user adaptation among
gies and capacity make it more challenging to provide en

ompeting users due to a bottleneck on this path. However, pricing

to-end quality assurance to the value-added services, suChiag,e presence of competition or alternative paths can coexist

the transmission of real-time multimedia and mission criticg\llith our scheme. At the beginning of a session, a user can select

data. We have considered an intelligent framework for incentivgys cheapest network and the cheapest path, while a user would
driven rate and QoS adaptation of multimedia applications. In 8,5t the service request during an on-going session to maintain
framework, users respond actively to changes in price signaled;Qy quality of an application.

the network by dynamically adjusting network resource usage by

the applications, so as to maximize the perceived utility relative
to the price, subject to user budget and QoS constraints. We
have discussed different pricing models, and outlined a dynamild] SWITCH, “Switchlan traffic statistics.” http://www.switch.ch/lan/stat/.
congestion-sensitive pricing algorithm. We have also describ NORDUnet, “Nordunet network statistics.” http://www.nordu.net/stats/.
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