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Abstract—Offloading computation intensive applications to mo-
bile cloud is promising for overcoming the problems of limited
computational resources and energy of mobile devices. However,
without considering the competition relationship of mobile users
and cloudlets in the mobile cloud computing system, existing studies
lack an incentive mechanism for the system to achieve efficient
application offloading and cloud resource provisioning. In this paper,
we design MPTMG, a Multi-dimensional Pricing mechanism based
on Two-sided Market Game. We propose three types of prices:
a multi-dimensional price corresponding to multi-dimensional re-
source allocation, a penalty price to encourage fair and high quality
cloud services, and a benefit discount factor to motivate more even
provisioning of resources on different dimensions in the cloud.
Based on these prices, we propose a distributed price-adjustment
algorithm for efficient resource allocation and QoS-aware offloading
scheduling. We prove that the algorithm can converge in a finite
number of iterations to the equilibrium core allocation at which the
mobile cloud system achieves the Pareto efficiency by maximizing
the total system benefit. To the best of our knowledge, this is the
first paper that applies economic theories and pricing mechanisms
to manage application offloading in mobile cloud systems. The
simulation results demonstrate that our proposed pricing mechanism
can significantly improve the system performance.

I. INTRODUCTION

Mobile cloud computing system, an emerging mobile com-
puting paradigm, has received a lot of recent interests [1]. To
alleviate the constraints of computational resources and energy of
mobile devices, many efforts have been made in recent years to
consider various ways of offloading computation-intensive appli-
cations to a powerful cloud. For examples, Google Voice Search
and Apple Siri [2], perform compute intensive speech recognition
by exploiting the resources in the cloud, which presents the rich
commercial opportunities. With the technique developments on
context-aware scene interpellation [3] and the support of cloud
resources, we can imagine the emerge of new interactive and
resource-intensive mobile applications such as speech and image
recognition, natural language processing, situational awareness.
These applications will enrich our daily lives with functionalities
that go beyond what today’s Google Voice Search and Apple Siri
can offer.

Despite the potential of offloading computationally expensive
tasks to the powerful cloud to enable mobile devices to conserve
energy and run advanced software and applications, the recent

study in [4] reports an average RTT of 74 milliseconds from
260 global vantage points to the optimal Amazon EC2 instances.
Many individual round trips take hundreds to thousands of
milliseconds, which makes it difficult to run delay sensitive
applications in the remote cloud. The limited wireless network
bandwidth and the high latency in wide-area communications
pose practical challenges to running delay-sensitive or data-
intensive wireless applications in remote cloud servers.

To mitigate these limitations, a new cloud architecture, called
cloudlet [3], [5]–[11] is proposed to reduce the communication
delay by exploiting the local area networks and cloud servers
closeby. As shown in Fig. 1, cloudlets represent the middle tier
of a 3 tier hierarchy (mobile user-cloudlet-cloud). Cloudlet is a
resource-rich server or server cluster that has the Internet access
and is well connected to mobile devices via a high-speed local
area network (LAN). Cloudlets may be deployed along with
access point (APs) by the same or different operators, and cloud
services can be packaged and run in the form of virtual machines
(VMs) in the cloudlet. Cloudlet can be viewed as a ”data center in
a box” whose goal is to ”bring the cloud closer”. As a powerful,
well-connected, one wireless hop away cloud proxy, cloudlets are
the enabling technology for a new genre of resource-intensive but
latency-sensitive mobile applications. Mobile devices will seek
resources from the remote cloud if there are no cloudlets nearby
or the local cloudlets do not have space or resources to support
the service of a device, at the cost of higher delay.
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Fig. 1. Cloudlet brings the cloud service closer to users

Although promising, compared to a remote cloud, the resources
owned by a cloudlet are much more limited. Therefore, the
focus of our work is to achieve efficient resource provisioning



in cloudlet-based mobile cloud environment.
Existing efforts on application offloading in mobile cloud sys-

tems mainly consider the offloading between a mobile device and
a given cloud/cloudlet, with the research focus on application par-
titioning [12]–[18], prediction [19], [20], and admission control
[21]. Despite their importance, existing studies lack an incentive
mechanism to motivate mobile users and cloud providers to use
the resources more efficiently. Our past studies [22], [23] have
proven that economic incentive is very effective in enabling
efficient resource usage and resolving many problems that cannot
be tackled simply by technical methods. Although some limited
efforts have been made to apply economic theories to manage
resources in the cloud [24]–[28], over-simplified pricing schemes
taken by existing work are far from sufficient for flexible and
efficient management of precious resources in mobile clouds.
Existing pricing schemes have three major constraints:

• Pricing based on limited types of VM. Existing clouds such
as Amazon EC2 often charge users based on predefined lim-
ited types of VM. Each user application has to be matched to
one of the types, and resources are allocated according to the
upper limit of the corresponding VM type. As mobile users
often have different application requirements thus different
resource needs, the allocation based on the upper limit would
result in low cloud resource utilization.

• Single-dimensional pricing. A cloud application generally
requires multiple types of resources, such as CPU, storage,
and network bandwidth. Existing clouds charge each VM
category a single-dimensional aggregate price. Such a single-
dimensional aggregate price is usually set according to the
upper limit of the VM category. As mobile users often
have different resource requirements, the single-dimensional
aggregate price based on the upper limit makes the user
pay more than what it needs. On the other hand, although
multi-dimensional resource provisioning has been well stud-
ied [29]–[31] assuming the full knowledge of user applica-
tion requests, without considering the cost of each resource
type, there is a lack of incentive to motivate users/cloudlets
to efficiently request/provision different resources based
on their individual loads and limits. The dynamic arrivals
of user requests also make conventional multi-dimensional
resource provisioning schemes difficult to apply in cloudlets.

• Unidirectional-charging. Service charges are often made
from the cloud providers (e.g., data center) to users. As a
cloudlet often has much lower capacity than a data center,
it may be overloaded, which would cause a big delay to
the user services. Some mobile users may have higher
expectation on the service quality and would only want
to pay for the resources and services that satisfy their
requirements. Existing pricing schemes fail to encourage the
increase of cloud work efficiency and provide users with
certain performance support. This may make the mobile
cloud system lose its market.

Different from a large cloud which can scale resources more
cost-effectively, cloudlets are faced with more constrained re-
sources and dynamic demands as a result of user mobility and
limited multiplexing from a smaller number of users. In addition
to over simplified pricing, existing VM allocations in cloud
systems are either greedy based on instantaneous user requests
and available resources without considering their impacts on the
long-term performance or optimized assuming the knowledge

of all user requests. The unpredictable and dynamic application
requests may make resource consumption unbalanced along dif-
ferent dimension within cloudlets, thus reducing the number of
applications that can be served by the cloudlets.

To motivate efficient resource usage and ensure higher ser-
vice performance, we design a Multi-dimensional Pricing (MP)
mechanism based on Two-sided Market Game (TMG), and call
it MPTMG. The aim of our work is to maximize the benefit
of the mobile cloud system through both efficient resource
allocation and application offloading scheduling. Specifically,
we propose three types of prices: 1) To quantify the benefit
from multi-dimensional resource allocation, we apply multi-
dimensional price to capture the cost of the cloudlet, and users are
allowed to provide multi-dimensional bidding price to compete
for different types of resources as needed; 2) To fairly schedule
the application offloading and provide better quality support to
the applications, a penalty price is charged to the cloudlet when
an application request is not handled in time; 3) To maximize
resource utilization and accommodate more applications in the
presence of unpredictable request arrivals, a benefit discount
factor is introduced to encourage more even resource provisioning
along different dimensions, which is shown to be effective from
our results.

MPTMG is a distributed pricing mechanism, and has the
following key features:

1) MPTMG aims to find the optimal resource allocation based
on diverse application requirements, and allows mobile
users to flexibly require multi-dimensional resources and
construct diverse types of VMs. Compared with existing
models using fixed types and coarse granularity of VMs,
our general resource model helps to significantly improve
the efficiency of resource usage in cloudlets.

2) MPTMG can charge mobile users based on their cloudlet
resource consumption to meet their application requests.
Unlike prior works that only consider a single-dimensional
price, to obtain the multi-dimensional price, MPTMG mod-
els the mobile cloud system as a VM-cloudlet matching
game based on Two-sided Market Game where there are
multi-buyers (VMs) and multi-sellers (cloudlets).

3) MPTMG imposes a penalty price (either charged directly
or derived from the cost of losing customers) to a cloudlet
when it cannot handle a user’s request in time, based on
which an on-line application-offloading scheduling scheme
is applied to ensure better QoS to the applications. The
penalty price is levied based on the application priority and
waiting time, which serves as an incentive for the cloudlets
to improve their service performance while ensuring some
fairness and quality to application offloading.

4) MPTMG provides a benefit-discount factor to promote load
balanced resource allocation in cloudlets to accommodate
more VMs. This in turn reduces the waiting time and
allows more delay-sensitive mobile users to obtain the
cloud services. With more services supported locally, there
will be a large burden reduction for the remote cloud as
well as the wide-area networks.

5) MPTMG provides a price adjustment algorithm to enable
distributed offloading scheduling and price negotiation a-
mong mobile users and cloudlets for a stable and optimal
resource allocation. We prove that our algorithm allows the
reach of the core allocation in the game where no cloudlet
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or VM is able to negotiate an agreement that is mutually
more beneficial compared with that of the current, and thus
guarantees the cloud system to achieve the Pareto efficiency
with the maximum total system utility.

The remainder of this paper is organized as follows. Section II
gives an overview of the related work. We introduce our problems
and model in Section III, and present utility functions, our price-
adjustment algorithm and algorithm analysis in Sections IV, V
and VI respectively. We present our simulation results in Section
VII and conclude the work in Section VIII.

II. RELATED WORK

We review the literature work from three perspectives: resource
provisioning, and two-side market game.
A. Cloud Offloading and Resource Provisioning

Existing techniques on application offloading in mobile cloud
systems mainly focus on application partition [12]–[18], appli-
cation prediction [19], [20], application admission control [21],
security issue [32]–[36], and wireless resource allocation for sup-
porting efficient offloading [37], [38]. Compared with offloading
a whole application into the cloud, a partitioning scheme is
able to achieve a finer-granularity offloading of computational
components.

Based on different partitioning algorithms, various offloading
scheduling algorithms are proposed [39]–[43] to optimize the
network performance. The authors in [39] propose to schedule
the computation offloading with a constrained number of cloud
resource elements and partition the computation tasks between
the mobile side and the cloud side to minimize the average
application delay. To minimize the completion time of a user
application, for concurrent tasks, a heuristic algorithm [40] is
further proposed to offload tasks to the cloud such that the
parallelism between the mobile user and the cloud is maximized.
In [41], coalesced offloading is proposed to coordinate application
offloading requests by sending them in bundles to reduce the
period of time that the network interface stays in the high-
power state and save the energy of mobile devices. In [42],
multiple mobile services in workflows can be invoked to fulfill
their complex requirements and determine whether the services
of a workflow should be offloaded. In [43], an application-
layer protocol, AppATP, is proposed to intelligently manage the
mobile-cloud data transmission process to conserve energy.

Existing offloading scheduling algorithms are mostly designed
for the traditional mobile cloud with a resource-rich remote data
center, while the resources in cloudlets are more constrained.

Wireless resource allocation can improve the wireless net-
work’s performance [44]–[46]. There are some recent research
studies on the wireless resource allocation for mobile-edge cloud
computing within the radio access network. The work in [37]
considers an MIMO multicell system where multiple mobile users
(MUs) ask for computation offloading to a common cloud server,
and formulates the offloading problem as the joint optimization of
the radio resources and the computational resources to minimize
the overall user energy consumption. Authors in [38] study the
multi-user computation offloading problem for mobile-edge cloud
computing in a multi-channel wireless interference environment.
Different from these studies, our work targets to enable efficient
application offloading with multi-dimensional pricing to achieve
high cloudlet resource utilization and satisfy the user QoS re-
quirements.

Multi-dimensional resources have also been considered in the
conventional cloud environment to place VMs [31] with multi-
dimension resource requirements in the data center while mini-
mizing the number of servers required, and to migrate VMs [29]
across the boundary of servers in the data center to maximize the
resource utilization. Authors in [47] propose a dominate resource
fairness scheduler that achieves the max-min fairness in the data
center by taking into account the heterogeneous demands of
applications.

The above multi-dimension resource management schemes
generally run centrally, which may be suitable to work in the
data center of the traditional cloud systems. However, they cannot
work efficiently in a mobile cloud system. Different from these
schemes, our multi-dimensional pricing scheme is fully distribut-
ed, with a distributed price-adjustment algorithm executed for
users and cloudlets to negotiate resource allocations.
B. Two side Market Game

Our main focus in this paper is to find the match between
VMs and cloudlets to well utilize the resources in the cloudlets.
To achieve it, we model our problem as a VM-Cloudlet matching
game (in Section III), which is based on two-side market game.
In this subsection, we review some related studies on the game.

One of the main functions of many markets and social process-
es is to match one kind of agent with another: e.g. students and
colleges, workers and firms, marriageable men and women. To
study the matching processes, Gale and Shapley [48] introduce
two side market game model which has two distinct player
groups. If a player from one side of the market can be matched
only with a player from the other side, Gale and Shapley proposed
that a matching (of students and colleges, or men and women)
could be regarded as stable only if it left no pair of players on
opposite sides of the market who were not matched to each other
but would both prefer to be.

In the market game [49], each player in the game has its
own preference to select the player on the other side to form
a coalition. Competitions exist among members on the same
side and between groups on the two sides. The competitions
facilitate the game to reach the stable coalition which in turn
maximizes the system benefit. A natural application of two-sided
market game models is to labor markets [50], [51]. Recently,
two side market game has been applied in different fields [52],
[53]. Although effective, current studies for specific applications
with single dimensional pricing can not be directly applied in our
VM-cloudlet matching problem.

To maximize the resource utilization and satisfy the service
requirements of applications, in our VM-Cloudlet matching game,
we design novel utility functions (preference) taking considera-
tion of the load balancing, multi-dimensional resource manage-
ment, and response time requirement. Moreover, to well provision
the multi-dimensional resource in the mobile cloud computing
environment, we design multi-dimension price adjustment algo-
rithms. To the best of our knowledge, we are the first that designs
the VM-Cloudlet matching game based on the theory of two-side
market game to facilitate cloudlet resource management in the
mobile cloud environment.

III. PROBLEM AND MODELS

We consider a mobile cloud system with a set of m cloudlets,
M = {cloudlet1, cloudlet2, . . . , cloudletm}. Each cloudletj ∈
M has limited d-dimensional resources, i.e., storage space in the
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unit of Gigabytes, bandwidth in the unit of Mbps, and computing
capability of CPU in the unit of MIPS. We use s⃗j (where s⃗j ∈
Rd and s⃗j = {s⃗j [1] , s⃗j [2] , · · · , s⃗j [d]}) to denote d-dimensional
resource capacity vector of cloudletj , s⃗j [1] is the first dimension
capacity of this cloudlet.

Because of the limited resources of mobile users, after parti-
tioning an application and identifying the application computation
component to be offloaded to the cloudlet, a mobile user tends
to offload some of her computation components to cloudlets for
processing in order to save battery energy and/or improve the
computational capability. In this paper, we do not address the
issue of application partitions, while existing partitioning methods
may be leveraged.

We focus on the efficient management of resources of cloudlet-
s, which can better support delay-sensitive or data intensive
applications. The use of the remote data center is not an option
for these kinds of applications. For the applications that are not
sensitive to the delay, the mobile users may choose to offload their
tasks to the remote cloud if the nearby cloudlets are overloaded.

For the convenience of presentation, we use the term appli-
cation to denote both the whole application and a computation
component of the application in this paper.

Each application is associated with a VM request, which
arrives dynamically in the mobile cloud system. Between time
t and t + △t, the set of VM requests is denoted as N =
{VM1, V M2, . . . , V Mn}, with the d-dimensional resource re-
quirement of VMi being v⃗i (where v⃗i ∈ Rd and v⃗i =
{v⃗i [1] , v⃗i [2] , · · · , v⃗i [d]}). Obviously, the resources requested
cannot exceed the limit of the cloudlet, i.e., v⃗i [k]} ≤ s⃗j [k]}
for 1 ≤ j ≤ m, 1 ≤ i ≤ n, 1 ≤ k ≤ d.

Similar to WiFi APs, in a given area there may often exist
multiple cloudlets, which may belong to the same or different
providers. A mobile user that requests VMs needs to pay cloudlets
real money or some credits, while cloudlets will gain benefits by
providing resources to users.

Two fundamental questions we will answer in this work are:
1) which applications will be scheduled to offload to which

cloudlet at time t?
2) what are the optimal prices charged for mobile users to use

resources in cloudlets?
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Fig. 2. VM-cloudlet matching game

We consider resource negotiation in mobile cloud systems as
a VM-cloudlet matching game (Fig.2). To maximize the resource
utilization and satisfy the service requirements of applications,
the objective of this research is to design a pricing mechanism

that can maximize the total system benefit. Our model will take
into account both resource availability of cloudlets and user VM
request dynamics so that both resource provisioning and the
sequence of application offloading can be optimally achieved.

In the mobile cloud system, cloudlets and VMs are two distinct
player groups. A cloudlet owns the resources and aims to make
maximum profit by selling resources to its selected users (each
is associated with a VM request) with the basic price set for its
multidimensional resources, while a VM is associated with a user
which intends to maximize its benefit with the minimum possible
payment by selecting the best cloudlet nearby. VMs and cloudlets
can obtain the benefit in the game only when the coalitions are
formed with the interaction between the buyers and sellers. Each
group member sets an appropriate price for a specific resource
to maximize its benefit in the coalitions. In our system model,
there is a platform to provide users an unified interface to enter
the mobile cloud system. Cloudlets need to pay the platform
some management fee to enter the market, while the platform
will provide an incentive payment for cloudlets to reduce the
service delay and thus attract more users to win the market.

To make the presentation concise, we use VMs to represent
consumers thus buyers while cloudlets to represent the cloud
provider thus seller directly in many places.

In the proposed VM-cloudlet matching game, a VM will be
matched with a single cloudlet for resources, while one cloudlet
can be matched with multiple VMs. A cloudlet can run multiple
VMs corresponding to different applications offloaded. We denote
the VM set in cloudletj as Sj . If VMi is associated with
cloudletj , we have VMi ∈ Sj . A cloudlet j and its corresponding
VM set Sj form a coalition Ŝj , j, whose benefit is the summation
of utility from both VM and cloudlet sides:

rSj ,j =
∑

V Mi∈Sj

πt
i (j, p⃗ij) + ut,load

j (Sj , p⃗j) , (1)

where πt
i (j, p⃗ij) and ut,load

j (Sj , p⃗j) are the utilities of VMi and
cloudletj , which are defined in (8) and (10), respectively. p⃗ij ∈
Rd is the d-dimensional bidding price the user of VMi offers for
using the resources of cloudletj , and the vector p⃗j includes the
bidding prices received by cloudletj from the requested users.

The game consists of multiple VM-cloudlet coalitions, and the
system’s benefit is the summation of benefits of all coalitions.∑

1≤j≤m

rSj ,j (2)

Our goal is to find the optimal set of coalitions with optimal
prices that maximize the system’s benefit:

max
∑

1≤j≤m

rSj ,j

s.t.
∑

V Mi∈Sj

v⃗i [k] ≤ s⃗j [k]

1 ≤ k ≤ d.

(3)

where
∑

VMi∈Sj

v⃗i [k] ≤ s⃗j [k] denotes the capacity constraint of

the cloudlet.
Designing such a pricing mechanism is highly nontrivial.

It requires a joint solution of resource allocation and on-line
offloading scheduling while concurrently considering multiple
types of resources. Either of the two problems is a challenging
task by itself. In addition, a price charged from the cloudlet
or a bidding price offered by the mobile user will impact the
willingness to participate in game from the other side. Users
and cloudlets need to well negotiate price to achieve efficient
coalition.

In order to solve the problem in (3), in following two sections,
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we first design the utility functions that can better capture the user
preference and performance impact, and then develop distributed
algorithm that can solve the problem efficiently through price
negotiation.

IV. UTILITY FUNCTION TO EFFICIENTLY CAPTURE THE USER
PREFERENCES AND PERFORMANCE IMPACTS

The preference of each player in the game is represented by a
utility function. To encourage more efficient cloud resource usage
while achieving a higher service performance, besides modeling
basic utility functions of VMs and Cloudlets, our proposed utility
functions take into account the impact of scheduling on service
delay and resource usage efficiency.
A. Representing Basic Utility Function

The utility function of a cloudlet is related to its benefit, and
depends on VMs it serves and prices it charges the users. The
lowest price a cloudletj would sell its resources to VMi is
represented as σ⃗ij to cover its basic cost, where σ⃗ij ∈ Rd and d
is the total number of resource types in the cloudlet. Denote Sj

as the set of VMs selected to run in cloudletj , the net benefit of
cloudletj can be expressed as

uj(Sj , p⃗j) =
∑

V Mi∈Sj

(
∑

1≤k≤d

p⃗ij [k] · v⃗i[k]−
∑

1≤k≤d

σ⃗ij [k] · v⃗i[k]),

(4)
where

∑
1≤k≤d p⃗ij [k] · v⃗i [k] and

∑
1≤k≤d σ⃗ij [k] · v⃗i [k] denote

the revenue and cost for cloudletj to provide resources to VMi,
respectively. If the prices of cloudlets are very high, users may
choose to use the remote cloud for offloading. In order to win
the services, a cloudlet can take the cost of the remote cloud as
well as its infrastructure cost as guidelines to set its basic prices.

The utility function of a VM is related to its net benefit, which
depends on the resources provided and the price charged by a
selected cloudlet. The benefit of a VM increases as it obtains
more resources, and decreases if the resource price is higher.
The benefit of VMi when associating with cloudletj can be

πi (j, p⃗ij) =
∑

1≤k≤d

wi · aik · v⃗i [k]−
∑

1≤k≤d

p⃗ij [k] · v⃗i [k] (5)

where the constant aik represents the unit gain of resource
dimension k of VMi. We introduce the weight factor wi to
capture the priority of a VM’s application so that higher priority
application can have better resource access. The payment from
VMi to cloudletj for resources is

∑
1≤k≤d p⃗ij [k] · v⃗i [k].

B. Incorporating the Impact of Service Delay
Generally, the overall service delay includes the response time

for an application request, the time consumed for data transmis-
sion and the time for executing the tasks on a cloud/cloudlet. The
request response time ti for an application i is the time duration
between the arrival of the application request at a cloudlet and
time that the requested application is offloaded to the cloudlet for
resources.

With only the basic utility, a cloudlet would prefer to serve
applications with higher resource requests to make more profit,
without motivation to serve users with higher delay. Thus the
VM requests with larger resource requirements are usually se-
lected first, resulting in an unfair VM schedule and consequently
significant performance degradation for applications with lower
resource requirements. Specifically, the offloading sequence di-
rectly impacts the application performance. For example, in Fig.3,
VM2 request arrives much earlier and should be executed first
although it has lower resource requirement; otherwise, the long
waiting will significantly impact its satisfaction.

VM1

VM3

VM2

Arrive Time

Time

Time

Time

t t t

Waiting time of VM2

Waiting time of VM1

Waiting time of VM3

VM2 VM3 VM1

Resource requirement

Fig. 3. An example of request arrivals.

If a job requested by a user is delayed in response, the benefit
from the job may reduce even if it is executed in the end. The
longer the waiting time, the larger the benefit loss. In this paper,
we use g (ti) = ϖi ·wi · ti to represent the benefit loss of VMi,
where wi is the weight reflecting the priority of VMi and ϖi is
a constant that represents the lost gain per unit time. ϖi can be
determined by the mobile user i according to its lost perceived
quality due to the job delay.

As mentioned in the system model in Section III, to reduce the
response time, the platform would provide an incentive payment
to encourage a cloudlet to provide resources to delayed VMs. We
apply p (ti) = θi · wi · ti to represent the encouragement benefit
paid by the platform to the cloudlet to serve VMi, where θi is a
constant that represents the price per unit of waiting time.

In turn, to encourage a delayed VM to utilize the resources
of a cloudlet, the cloudlet will give the VM some refund, called
penalty cost in this paper. We use fj (ti) = ϑij ·wi ·ti to represent
the penalty cost paid by cloudletj to VMi if there is a service
delay, where ϑij represents the price per unit of waiting time.

Therefore, we extend the utility functions of cloudlet and VM
to incorporate the response time for a VM request:

ut
j (Sj , p⃗j) =

∑
V Mi∈Sj

( ∑
1≤k≤d

p⃗ij [k] · v⃗i [k]−
∑

1≤k≤d

σ⃗ij [k] · v⃗i [k]

−fj (ti) + p (ti)

)
(6)

and
πt
i (j, p⃗ij) =

∑
1≤k≤d

wi · aik · v⃗i [k]−
∑

1≤k≤d

p⃗ij [k] · v⃗i [k] + fj (ti)− g (ti)

(7)

On the cloudlet side, as cloudlets are selfish and rational,
they tend to serve the VMs that can maximize their benefits.
To encourage the cloudlets in the game to serve the delayed
application requests first, we have p (ti) ≥ fj (ti) thus θi ≥ ϑij .
On the VM side, as mobile users are also selfish and rational, a
mobile user usually offloads its delayed application to the cloudlet
which brings it the maximum benefit. As a cloudlet can make
profit only when serving the mobile user, in our system, the
cloudlet will set the ϑij to a large value to cover the mobile user’s
cost due to job delay in order to attract more users and win the
market. That is fj (ti) ≥ g (ti), thus, ϑij ≥ ϖi. Therefore, for
the parameter setting, we have θi ≥ ϑij ≥ ϖi. In the simulation
part, we will show that the control of application waiting time
helps to support fair resource allocation and scheduling.

Besides the response time, the transmission delay and execu-
tion delay should also be incorporated into the utility function.
Let RTTi,j denote the RTT delay between the mobile user of
VMi and the cloudletj , and eij denote the delay for cloudletj
to complete the application i. The RTT delay may be estimated
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from the transmission time of the request and acknowledgement
with the response delay at the cloudlet deducted, and the re-
sponse message from a cloudlet j can include the estimated
application execution time (normalized for comparison across
cloudlets), which depends on the load and capacity of the server.
A delay-sensitive application, especially the one with the frequent
interaction with the cloud, will not select a server far away.

To reflect the whole service delay, we update the utility
function in (5) by incorporating these delay cost f (RTTi,j , eij)
πt
i (j, p⃗ij) =

∑
1≤k≤d

wi · aik · v⃗i[k]−
∑

1≤k≤d

p⃗ij [k] · v⃗i[k] + fj (ti)− g (ti)

+f (RTTi,j , eij)
(8)

As an example, f (RTTi,j , eij) can be defined as
f (RTTi,j , eij) =

{
γi(e

RTTi,j+eij ) delay sensitive application
γi(RTTi,j + eij) otherwise (9)

where γi is a constant weight.
C. Enabling Efficient Offloading Scheduling in the Presence of

Dynamic Request Arrivals

2

6

Cloudlet 1   Cloudlet 2   Cloudlet 3

100%

50%

1

B CPU S B CPU S B CPU S

3

4

5

10

(a) An inefficient allocation

5

6

1
3

7

9

4

10

2

8

1

2

3

9

4

5

10

7

6

8

Cloudlet 1   Cloudlet 2   Cloudlet 3

100%

50%

B CPU S B CPU S B CPU S

(b) An efficient allocation

Fig. 4. An example of multi-dimensional resource balancing.

The application offloading sequence directly impacts the re-
source utilization thus the benefits of both sides, cloudlets and
users. Fig.4 has 10 VM requests and three cloudlets. VM1, VM2,
and VM3 arrive first, which are followed by VM4, VM5, and
VM6, and then VM7, VM8, VM9 and VM10. Each cloudlet
has limited three dimensional resources, including Bandwidth
(B), CPU and Storage (S). If a cloudlet only seeks to obtain
high profit in the short term, it would select VMs with the total
largest resource requirement, which may result in an inefficient
resource allocation as shown in Fig.4(a). Although the storage,
CPU, and bandwidth utilizations in cloudlets 1, 2 and 3 are high,
the bandwidth utilization in cloudlet 1, and storage utilizations in
cloudlets 2 and 3 are only 40%, 70% and 60%, respectively.

Ideal scheduling may be performed if the resource request-
s of all applications are known in advance. However, in a
practical system, applications arrive dynamically. The greedy
service scheduling would lead to extremely unbalanced resource
utilization in different dimensions (Fig.4(a)), thus only 7 VMs
can be served while leaving the other 3 waiting for resources.
As an alternative, with balanced resource utilization in Fig.4(b),
the utilizations of all three resources are nearly 100% and all
the 10 VMs are served. Therefore, without knowing application
offloading requests in advance, balancing resource utilization in
multi-dimensions may be an option for cloudlets to accommodate
more VMs. The increase of resource usage efficiency not only
allows cloudlets to make more profits, but also allows more VMs
to run concurrently, which helps reduce the response time of
applications and energy consumption of mobile devices.

Therefore, balancing the resource allocation across different
dimensions helps cloudlets to obtain higher benefit in the long
run. To take into account the impact of multi-dimensional load
for more balanced resource provisioning, we introduce a benefit

discount factor f index
Sj ,j

into the utility function of cloudlet:
ut,load
j (Sj , p⃗j) = ut

j (Sj , p⃗j) · f index
Sj ,j . (10)

where f index
Sj ,j

is the benefit discount factor designed based on
Jain’s fairness index [54]. Jain’s fairness index is a widely utilized
metric to evaluate the fairness resource allocation in network field
[55]. f index

Sj ,j
is calculated as

f index
Sj ,j =

( ∑
1≤k≤d

( ∑
V Mi∈Sj

vi [k]

))2

d ·
∑

1≤k≤d

( ∑
V Mi∈Sj

vi [k]

)2 (11)

Obviously, f index
Sj ,j

is a function of all the offloaded VM
resource requirements in the cloudletj . A higher value f index

Sj ,j

indicates the resource consumptions among multiple dimensions
of all the VMs offloaded on the cloudlet are more balanced
distributed. The f index

Sj ,j
is 1 if all resource dimension has equal

load, and is 1/d if all resource usages are associated with only one
dimension and all other dimensions are idle. Obviously, f index

Sj ,j

is bounded between 1/d and 1. According to the bound of the
the benefit discount factor, we have

ut
j (Sj , p⃗j) · 1

d
≤ ut,load

j (Sj , p⃗j) ≤ ut
j (Sj , p⃗j) · 1 (12)

ut,load
j (Sj , p⃗j) = ut

j (Sj , p⃗j) if a VM-cloudlet matching makes
balanced utilization of all d-dimensional resources in cloudletj ,
that is, f index

Sj ,j
= 1.

V. DISTRIBUTED ALGORITHM FOR EFFICIENT RESOURCE
NEGOTIATION

In this section, we first present the proposed price-adjustment
algorithm, and then provide our solution to fairly allocate cloud
resources to mobile users in a dynamic mobile environment.
A. Price-Adjustment Algorithm

For the incentive framework to function, there needs an algo-
rithm to facilitate price negotiation between cloudlets and users
for efficient resource provisioning and offloading scheduling.
Different from a traditional auction-based pricing mechanism
which requires a central auctioneer, we develop a distributed
algorithm to facilitate the price negotiation between cloudlets and
users and match user VM requests with nearby cloudlets.

The algorithm is executed iteratively. In each iteration, there
are two phases, including cloudlet selection and user request
update as shown in Algorithm 1. When a user wants to offload
its application to mobile cloud, the user first broadcasts its VM
request for an application, nearby cloudlets will send back their
basic charges based on their system cost and also the current
average execution time of a task measurement unit. Cloudlet
cannot accept a price smaller than its basic cost. The initial
bidding price each VMi offers to one cloudletj could be set
to p⃗ij = σ⃗ij . After a user ascertains the candidate cloudlets, the
user will send an offloading request to its selected cloudlet. A
cloudlet that receives the VM requests from the customers can
reject all but its preferred VMs based on the bidding prices. A
mobile user is allowed to offload its application to a cloudlet
only when its corresponding VM is selected by the cloudlet. The
requests rejected in one iteration by one cloudlet may be repeated
in the next iteration where the user can increase its VM bidding
price for this cloudlet by a unit price vector δ⃗.

In step 9 of Algorithm 1, the number of favorite VMs admitted
by a cloudletj is nj

(
p⃗j(t)

)
=

⌊
ζ
(
p⃗j(t) − σ⃗j

)
+ 1

⌋
, where p⃗j(t)

is the average bidding price received by the cloudletj at the
iterative step t (i.e.,p⃗j(t)), σ⃗j is the basic price of cloudletj , and
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ζ is a constant. The value 1 in nj

(
p⃗j(t)

)
is added to guarantee

that at least one VM is admitted to use the cloud resource in an
iteration.

To reduce the payment, when being rejected by a cloudlet,
a user has the option of increasing its price bid for one type
of resource corresponding to one price dimension at a time.
That is, δ⃗ is in the set {{0, 0, δ}, {δ, 0, 0}, {0, δ, 0}}, where δ
is the unit price-step. As a simple strategy, an un-bias price
strategy can be taken, with the price vector for a given cloudlet
increasing with the unit price vector δ⃗ following the sequence,
{{0, 0, δ}, {δ, 0, 0}, {0, δ, 0}}, {{0, 0, δ}, {δ, 0, 0}, {0, δ, 0}}, · · · .
Alternatively, users could increase price for multiple dimensions
at the same time to reduce the time of negotiation at higher
payment.

Essentially, prices are negotiated among users and cloudlets.
As cloudlets need little information from the users, its naturally
reduces the complexity of the algorithm and the overhead for
implementation.

Algorithm 1 The Distributed Price-Adjustment Algorithm
1: Initialization (For every user VM request)
2: The user broadcasts its VM request, nearby cloudlets will send back their

basic charges, then the user sets its initial bidding prices p⃗ij = σ⃗ij for all
nearby cloudlets.

3: Compute its waiting time according to its arriving time.
4: Calculate the utility values in Eq.(8) based on the bidding prices and its

waiting time.
5: Identify the cloudlet that makes the VM’s utility value larger than 0 as the

VM’s available cloudlet.
6: Select its favorite cloudlet from the set of available cloudlets according to

the utility values, and send its offloading request to this cloudlet.
7: while user’s offloading request or cloudlet’s reject is issued, do
8: Cloudlet side: Cloudlet Selection (For cloudlet which receives the

offloading requests from users)
9: Select its favorite VMs according to its utility value calculated by Eq.(10)

and under the constraint of its remaining resources.
10: Reject all but its selected favorite VMs.
11: User side: User Requesting Update (For user whose offloading request

is rejected by one cloudlet)
12: if VMi’s request is rejected by cloudletj , then
13: VMi must raise the bidding price by δ⃗ to cloudletj , that is p⃗ij =

p⃗ij + δ⃗.
14: else
15: For other cloudletj′ , VMi’s bidding price remain the same, that is

p⃗ij′ = p⃗ij′ .
16: end if
17: Calculate the utility values in Eq.(8) and identify the set of its available

cloudlets.
18: if no available cloudlet exists, then
19: No offloading request is sent out.
20: else
21: Select its favorite cloudlet from the set according to the utility values,

and send offloading request with new bidding price to the selected
cloudlet.

22: end if
23: end while

B. Handling Dynamic Offloading Request and User Mobility
In mobile wireless networks, applications may generate of-

floading requests dynamically at uncertain time. As resources in
cloudlets are limited, to prevent a cloudlet from being occupied
by some users for a very long period of time, we divide the
service time into reasonable size of slots taking into account the
overhead of VM uploading and service fairness.

At the beginning of a time slot, the distributed price-adjustment
algorithm is executed for users and cloudlets to negotiate resource
allocations and settle the prices. If a VM of an application is
scheduled to execute in a time slot, the application arriving time

is updated to the end of the time slot, and the VM will compete
with others to utilize the resources in the next time slot; otherwise,
the application arriving time will not change and the increase of
the waiting time will allow an application a higher chance of
being scheduled in future time slots with the incentive payment
to the cloudlets in Eq.(6). Our performance studies indicate that
our design can constrain the maximum response time even when
the application arriving rate is large, which demonstrates the
effectiveness of our fair scheduling design.

After offloading his applications to a cloudlet associated with
an AP nearby, a user may move out of the communication range
of its current AP. The cloudlet can transmit the results to the
mobile user to a new AP through Inter-AP communications. A
user with additional application tasks can also negotiate resources
for the new tasks with the available cloudlets at the new location.
The user mobility also contributes to the unpredictable VM
arrivals to a cloudlet, and our algorithm is designed to encourage
balanced resource provisioning to accommodate more VMs in
the presence of dynamic VM requests.

VI. GAME ANALYSIS
In this section, we first analyze the properties of the proposed

game and utility, then prove that the proposed price-adjustment
algorithm makes the VM-cloudlet matching game converge to an
equilibrium at which the matching between VMs and cloudlets is
stable. Finally, we prove that this equilibrium is a core allocation
at which the mobile cloud system obtains the maximum system
benefit.
1) Service Delay Effect to the Game

In the extended utility function of Eq.(6), we have added a
penalty payment from the cloudlet to the delayed VM and an
encouragement payment from the platform to the cloudlet to
provide an incentive for the cloudlet to schedule a VM with
a longer waiting time earlier. In the example shown in Fig. 3,
the cloudlet will have an incentive to schedule VM2 to execute
as soon as possible as otherwise it needs to pay a high penalty
charge to VM2. As a result, our game can provide an efficient
VM execution schedule to reduce the response time to VMs.

Besides considering the request response time, we also in-
corporate the transmission delay and execution delay into the
extended user utility function Eq.(8).
2) Multi-dimensional Load Effect to the Game

To obtain higher resource utilization in cloudlets, we have
added a load aware benefit discount factor in the utility function
of cloudlet in Equ.(10) as the incentive for the cloudlet to
select VMs that can make resource utilization among different
dimensions more evenly distributed.

(a) VM1 to
cloudlet1

(b) VM2 to
cloudlet1

Fig. 5. Multi-dimensional load effect to the game.

Given that two VM1 and VM2 compete in using the resources
of cloudlet1 as in Fig.5, if the cloudlet could make the same profit
by serving either of them, the cloudlet will prefer to choose VM1
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to use its resources in a balanced way. As a result, with a well-
designed benefit discount factor in (10), our game encourages the
cloudlet to balance its load across multiple dimensions, which in
turn allows the cloudlet to accommodate more VMs with dynamic
and unpredicted application requests in the longer term.

A. The Core of Game
Our VM-cloudlet matching game is designed based on the

two-sided market game. The two-sided market game is one of
the coalitional games that usually use the term core instead of
equilibrium to denote the steady state when no buyer or seller is
able to negotiate an agreement that is mutually more beneficial
compared with that of the current. Therefore, we use the term
core instead of equilibrium in this paper. To analyze the game,
we first give the definition on the core of our game.

We use µ : {1, 2, · · · , n} → {1, 2, · · · ,m} to denote the
assignment function, where µ (i) represents the cloudlet to which
the VMi is assigned and Sj = {i |j = µ (i)} is the set of VMs
which use the resources in cloudletj .

Definition 1: An individual rational allocation(
µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

)
is defined as a matching

µ between VMs and cloudlets with a price vector
p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n) such that,

p⃗iµ(i) ≥ σ⃗iµ(i) (13)
πt
i (j, p⃗ij) ≥ 0 (14)

Eq.(13) means that a seller (cloudlet) will only accept the request
with the bidding price larger than its basic price, so its benefit can
be positive. Eq.(14) means a buyer (VM) will not buy resources
with prices that make its benefit negative.

Definition 2: A discrete core allocation is an individual
rational allocation

(
µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

)
, such that

there is no VM-cloudlet coalition Ŝ, j with price vector r⃗j =
r⃗1j , · · · , r⃗ij , . . . , r⃗nj that satisfies:

πt
i (j, r⃗ij) ≥ πt

i

(
µ (i) , p⃗iµ(i)

)
for all i ∈ S (15)

ut,load
j (S, r⃗j) ≥ ut,load

j

(
Sµ
j , p⃗j

)
(16)

where Sµ
j denotes the set of VMs assigned to cloudletj by µ.

The first inequality in (15) says that every VMi in the set S
prefers to buy resource from cloudletj at price r⃗ij rather than
buy resource from cloudletµ(i) at p⃗iµ(i). The second inequality
in (16) says that cloudletj can make a higher profit by selling
its resource to VMs in S with price r⃗j = r⃗1j , · · · , r⃗ij , . . . , r⃗nj ,
than by selling resources to VMs in Sµ

j assigned by µ at the
current price p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n). The p⃗j in Eq.(16) is
the current bidding prices received by cloudletj . If these two
inequalities are satisfied for a coalition Ŝ, j at price r⃗j , then
this coalition is said to be capable of improving upon its current
allocation with the assignment according to µ.

We assume the price in this paper is a discrete value, and the
core in our VM-cloudlet matching game is called the discrete
core. From the Definition 2, obviously, we can conclude that
the discrete core allocation is stable and not any VM-cloudlet
coalition can improve upon the allocation. In the following
section, we will show an important property of our VM-cloudlet
game that the core allocation in the game achieves the Pareto
efficiency in terms of the total profit of the system (i.e., bringing
together the utility values of all players).

B. Properties of the Algorithm
Theorem 1. The algorithm will converge in a finite number of
iterations to a discrete core allocation.

Before we prove the Theorem 1, we give the following two
lemmas.

Lemma 1. After a finite number of iterations, no requests are
sent by VMs till the algorithm stops.

Proof: In our algorithm, a cloudlet in one iteration can
receive multiple VMs’ requests and only admit some of them.
If a VM request is rejected, it will increase its price. As the price
is a certain discrete value, after a finite number of iterations, a
VM will not increase its bidding price for a cloudlet any more as
an extremely high price would make its utility corresponding to
the cloudlet to be negative, and consequently the VM will stop
sending the request to the cloudlet. After a period of time, no
VMs will issue the requests to any cloudlets regardless that a
VM is admitted or rejected.

Lemma 2. The algorithm converges to an individually rational
allocation.

Proof: Let l∗ be the step at which the process stops,
and let µ denote the assignment to which it converges. Then
p⃗iµ(i) (l

∗) ≥ σ⃗iµ(i) is held for all cloudlets at step l∗, as a cloudlet
will never admit VMs that cannot cover its basic cost. The
VM can’t indefinitely raise the price and gain a negative utility
value in (8), then we get πt

i (µ (i) , p⃗ij (l
∗)) ≥ 0 immediately.

Therefore, both the inequities in (13) and (14) are satisfied, which
completes the proof.

Based on above two lemmas, we prove the Theorem 1.
Proof: By Lemma 1 and Lemma 2, the algorithm stop-

s in a finite number of steps to an individually rational al-
location denoted as

(
µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

)
, where

µ : {1, 2, · · · , n} → {1, 2, · · · ,m} is the matching func-
tion defined above. Let Sµ

j denote the set of VMs assigned
to cloudletj by µ. Suppose, by way of contradiction, that(
µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

)
is not a discrete core alloca-

tion, there must exist a VM-cloudlet coalition Ŝ, j with price
vector r⃗j = r⃗1j , · · · , r⃗ij , . . . , r⃗nj that satisfies:

πt
i (j, r⃗ij) ≥ πt

i

(
µ (i) , p⃗iµ(i)

)
for all i ∈ S (17)

ut,load
j (S, r⃗j) ≥ ut,load

j

(
Sµ
j , p⃗j

)
(18)

Because the algorithm converges to(
µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

)
and the cloudlet only

admits its favorite VMs in the algorithm, by (18), we can
conclude that cloudletj must never have received (and therefore
never have rejected) the request from VMi at r⃗ij or greater.
Since permitted prices never fall, then p⃗iµ(i) ≤ r⃗ij for all VMi

in S. This contradicts (17), which completes the proof.
In Theorem 1, we have proven that our price-adjustment

algorithm converges in a finite number of iterations. In each
iteration step, a cloudlet can receive multiple VM requests and
only nj

(
p⃗j(t)

)
favorable VMs are admitted to use the resource,

where p⃗j(t) is the average bidding price received by the cloudletj
at the time step t (i.e., p⃗j(t)). Therefore, in each step, total ft =∑m

j=1 nj (p⃗j (t)) VMs are admitted to use the resource in the
system, where m is the number of cloudlets in the system. When
the total amount of resource is enough for the users, all VMs will
be admitted to use the cloud resource and we have

∑T
t=1 ft = n,

where n is total number of VMs and T is the total iteration
steps needed. Obviously, as nj

(
p⃗j(t)

)
=

⌊
ζ
(
p⃗j(t) − σ⃗j

)
+ 1

⌋
,

ft is an approximately linear increasing function of p⃗j (t) and
thus an approximately linear increasing function of the price step
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δ. Therefore, the convergence complexity can be approximately
calculated as O

(√
n
δm

)
. In the simulation part, we will further

show the simulation result on the convergence speed impacted
by price step (δ), the number of VMs (n), and the number of
cloudlets (m).
C. Properties of the Core
Theorem 2. With sufficiently small unit of price, the maximum
system benefit in (3) is achieved in the core allocation defined in
Definition 2.

Proof: By way of contradiction, suppose that our VM-
cloudlet matching game has no strict core allocation to achieve
the Pareto efficiency of the system. Assume that there is an in-
dividually rational allocation

(
µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

)
,

and let Sµ
j denote the set of VMs assigned to the cloudletj

by µ. Let ρ⃗ij be defined by the equation πt
i,j (j, ρ⃗ij) =

πt
i,µ(i)

(
µ(i), p⃗iµ(i)

)
. We can define the total gain realized by the

coalition of Ŝ, j as follows
D
[
(S, j) ;µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

]
= rS,j − rSµ

j ,j (19)

where rS,j =
∑

v⃗i∈S

πt
i

(
j, ρ⃗ij

)
+ ut,load

j (S, ρ⃗j) and rSµ
j ,j =∑

v⃗i∈Sµ
j

πt
i

(
j, p⃗ij

)
+ ut,load

j

(
Sµ
j , p⃗j

)
are the total utility val-

ue of Ŝ, j and Ŝµ
j , j by using (1). Because πt

i,j (j, ρ⃗ij) =

πt
i,µ(i)

(
µ(i), p⃗iµ(i)

)
, then above Eq.(19) can be written as

D (·) = ut,load
j (S, ρ⃗j)− ut,load

j

(
Sµ
j , p⃗j

)
(20)

Define
F
(
µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

)
= max

(S,j)
D
[
(S, j) ;µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

] (21)

By hypothesis that the allocation does not achieve the maximum
system benefit, F

(
µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

)
> 0 as long

as
(
µ; p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

)
is individually rational allo-

cation, since otherwise no VM-cloudlet coalition could improve
upon that allocation on the market. We shall now show that F (.)
is bounded above zero for all individually rational allocations.

Note that F (.) is continuous in p⃗ =(
p⃗1µ(1), · · · , p⃗iµ(i), . . . , p⃗nµ(n)

)
for any given assignment µ

because the maximum of continuous functions is continuous,
and let

G (µ) = min
p⃗

F (µ; p⃗)

s.t. πt
i,µ(i) ≥ 0 for all i, and

ut,load
Sµ
j ,j

≥ 0 for all j (22)
Finally, define

H = min
µ∈Ψ

G (µ) (23)

where Ψ is the set of all assignment functions µ :
{1, 2, · · · , n} → {1, 2, · · · ,m}. G is well-defined because for
any given µ ∈ Ψ, F is continuous and the feasible region
of the problem on the right-hand side of Eq.(22) is nonempty
and compact. Further, G (µ) > 0 for all µ ∈ Ψ. As noted
above, F (·) > 0 everywhere in the feasible region for µ ∈ Ψ.
Finally, H is well-defined and strictly positive because Ψ is a
finite set. Thus choosing the unit of price smaller than H

(n+1)·τ
(τ is maximum resource requirement of VM) insures that any
individual allocation can be improved by at least one VM-cloudlet
coalition.

As proven in Theorem 1, our VM-Cloudlet matching game
converges to a discrete core allocation where no cloudlet or VM
is able to negotiate an agreement that is mutually more beneficial

compared with that of the current. However, the above contents
show that under sufficiently small choices of the unit of price,
our VM-cloudlet matching game has no core allocation, which
contradicts Theorem 1, and the proof is completed.

From Theorem 2, we can conclude that although our proposed
price-adjustment algorithm is distributed, it can facilitate the
system to achieve the core allocation to maximize the system
benefit.

VII. SIMULATION RESULTS AND ANALYSIS

In this section, we first evaluate the convergence and competi-
tion properties of the proposed mechanism, and then evaluate its
performance.
A. Simulation setting

To evaluate the performance of our proposed pricing mech-
anism, we build a trace-driven simulator where the application
resource requirement (task ID, resource request for CPU, resource
request for RAM, and resource request for disk space) is extracted
from the Google cluster-usage trace [56], [57]. The resource re-
quirements are normalized within [1, 600], [1, 600], and [1, 600]
respectively. Accordingly, in the simulated mobile cloud system,
each cloudlet has 3-dimensional resources, including CPU, RAM,
and disk space. Each cloudlet has the same total normalized
capacity of three-dimensional resources (10000, 10000, 10000).

To evaluate how dynamic application tasks impact the per-
formance, the application requests arrive dynamically following
a Poisson process with the average rate λ. The task execution
duration is randomly generated in [1, 5] time slots. The param-
eters wi, aik, ϖi, θi, ϑij , γi, and ζ in the VM utility function
and cloudlet utility function are randomly generated in [1, 10],
[0.1, 0.5], [0.01,0.05], [0.01,0.05], [0.01,0.05], [0.0001,0.01],
and [500,1000], respectively with θi ≥ ϑij ≥ ϖi. The three-
dimensional basic prices of different cloudlets are randomly
generated in [0.05, 0.1].

We implement four pricing mechanisms to compare the per-
formance. The first two pricing mechanisms are based on the
proposed pricing-adjustment algorithm, in which the VM chooses
the cloudlet that provides it with the maximum utility to send the
offloading request, and raises the price when it is rejected by
this cloudlet. Then, according to whether penalty payment and
benefit discount are adopted in the pricing-adjustment procedure,
the pricing mechanisms can be further divided into two different
types, denoted as MPTMG-PB and MPTMG-NPNB. In the
MPTMG-PB mechanism, VM obtains a penalty payment from a
committed cloudlet when its request is not handled in time, and
the cloudlet calculates its utility according to (10) by considering
the benefit discount due to unbalanced resource utilization. We
set δ = 0.001 as the price-step to increase price when a VM is
rejected by the cloudlet it sends request to.

The prices in the last two mechanisms are fixed. A VM pays
a selected cloudlet at a fixed multi-dimensional price for using
resources, and applications are scheduled to offload to cloudlets
according to their arriving time. For the VMs with the same arriv-
ing time, a VM placement algorithm based on a bin-packing [58]
is adopted to place VMs to cloudlets to maximize the resource
utilization. In the third pricing mechanism, there are limited 8
types of VMs. Every application will match itself to a type of VM,
and a cloudlet allocates resources to the VM according to its type,
denoted as LIMITED. While in the fourth mechanism, the VM’s
resource requirement is heterogeneous similar to the practical
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application resource requirements, denoted as UNLIMITED. It is
worthy pointing out that all our implemented pricing mechanisms
exploit multi-dimensional price for resource management.

The metrics used to evaluate different pricing mechanisms are
explained as follows: 1) Resource utilization among all cloudlets’
resource dimensions; 2) Response time: the time duration that an
application has to wait before being offloaded to a cloudlet to
run in a VM; 3) System benefit: defined in Eq.(2) as the sum
of benefits of all players in the mobile cloud system; 4) VM
benefit: defined as the benefit calculated by the utility function in
Eq.(8); 5) Cloudlet benefit: defined as the profit calculated by the
utility function in Eq.(10); 6) Execution time: the time duration
to complete all tasks of application requirements.
B. Simulation results

As mentioned in Section V, the proposed distributed price-
adjustment algorithm is executed at the beginning of each time
unit. In the VM-cloudlet matching game, there are competitions
among the players in both sides. To clearly investigate the conver-
gence and market behavior in our proposed pricing mechanism,
we firstly run our MPTMG-PB for one time slot.
1) Convergence behavior

We set the number of VMs and cloudlets to 100 and 3
respectively. Fig.6(a) plots the adjustment procedure for the multi-
dimensional price of one VM during the iteration, which is
shown to approach stable values as the iteration number increases.
Initially, each mobile user sets its price as low as possible for
different cloudlets. A user increases its bidding price for one
cloudlet after the user is rejected by this cloudlet. From Fig.6(a),
we find that the bidding price may reduce sometimes when the
VM selects an alternate cloudlet to send its request during the
iteration procedure.

A user sets its initial bidding prices to cover the basic cost of
the resources, that is, p⃗ij = σ⃗ij . As different types of resource
have different basic cost, the starting point (which corresponds
to the value of the basic cost) in the curves of CPU, Storage,
BW in Fig.6(a) are different. The price changes in different
resources are not synchronized with the iterative process as we
adopt the un-bias price strategy (in Section V-A). Although not
synchronized, all the price dimensions converge quickly which
ensures the cloudlets to quickly provide the VMs for services.

From 6(b), we also observe that the total system utility in-
creases with iterations, and converges to a stable value quickly,
which demonstrates that the proposed MPTMG-PB is efficient
for on-line resource management.
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Fig. 6. Convergence behavior.

To investigate how competitions among buyer-side (VMs)
impact the convergence behavior, we vary the number of VMs
and the number cloudlets, as shown in Fig.7. The total number
of iterations increases when the number of VMs becomes larger

until the number of VMs reaches a certain value, beyond which
the number of iterations becomes stable. Initially, the increase of
VMs creates higher buyer competition. As many VMs are rejected
by the cloudlets in one iteration, it results in a decrease of the
convergence speed. Take the number of cloudlets equal to 3 as
an example, because the total resources in the cloudlets of the
whole system are limited, the number of iterations maintains the
stability after the number of VMs reaches a certain level. When
the number of cloudlets increases, the system can admit more
VMs in one iteration, therefore the converging speed increases.

N
um

ber of cloudlets

Fig. 7. Impact of competitions among buyer/seller on the convergence behavior.

2) Market behavior
We first investigate two factors from both buyer-side (VMs)

and seller-side (cloudlets) to analyze how competitions impact
the market behavior under our pricing mechanisms. Then we
investigate how the price-step δ⃗ impacts the market behavior.

• Impact of buyer competition
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Fig. 8. The impact of buyer competition on market behavior.

We vary the number of VMs while keeping the number of
cloudlets at 10 in the system. In Fig.8(a), with the increase of the
number of VMs thus the increased buyer competition, the average
benefit of the admitted VMs decreases. On the other hand, the
average profit of cloudlets increases, as shown in Fig.8(a). In
Fig.8(b), the total benefit of the mobile cloud system increases
when there are more buyers(VMs), and becomes saturated after
the number of VMs reaches a large value 180. With the total
resources in cloudlets (sellers) limited, the number of VMs can
be supported by cloudlets are also restricted.

When there are more VM requests, from the perspective of
economic market, the service providers will be attracted to deploy
more cloudlets (sellers) for profit.

• Impact of seller competition
We vary the number of cloudlets while setting the number

of VMs to 150. When the number of cloudlets increases thus
leading to higher competition among sellers, VMs can buy and
use the resources in the cloudlets at lower prices, thus the average
benefit of VMs increases. On the other hand, the average profit
of cloudlets deceases as shown in Fig.9(a).
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Fig. 9. The impact of seller competition on market behavior.

As shown in Fig.9(b), due to seller competition, the total
benefit of the buyers(VMs) increases while the total benefit of
the cloudlets decreases. Moreover, the total benefit of the system
increases initially when the number of cloudlets increases, and
then remains the same as shown in Fig.9(b). This indicates that
the initial number of cloudlets thus resources can not satisfy the
total requirements from VMs. When the number of cloudlets
increases from 3 to 4, the total amount of resources in the system
increases and all these 150 VMs can be admitted to the system,
which leads to higher total system benefit. When the number
of cloudlets increases beyond 4, the cloudlet resources are more
than those required by all the VMs, thus the total system benefit
remains same.

As a result of competition among cloudlets, more VMs will be
attracted to enter the system and use the resources in the cloudlets.

From above competition analysis, we can conclude that the
proposed pricing-mechanisms can provide a healthy competition
in the mobile cloud system, which helps to establish a stable
mobile cloud market.

• Impact of the price-step δ (impact on user’s bid price)
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Fig. 10. The price-step of δ impacts on the user’s bid price.

Fig.10(a), Fig.10(b) and Fig.10(c) depict the bid price of one
VM under different δ in different resource dimensions. Similar
to Fig. 6, as the different dimension prices are not changed at
the same time in a new iteration, there are slight differences in
the converging speed of different price dimensions. Obviously,
the price-step δ impacts the converging speed. With a larger δ, a
VM is easier to be admitted into the system with fewer iterations.

The converging speed under δ = 0.004 nearly doubles that under
δ = 0.0005.

• Impact of the price-step δ on the system behavior
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Fig. 11. The price-step of δ impacts on system’s behavior.

Fig.11(a) and Fig.11(b) depict how δ affects the convergence
speed and the total benefit of the system. As expected, the
converging speeds increase with the increase of price-step δ. With
a larger δ at coarser price adjustment, the benefits of buyers and
sellers decrease and increase respectively, because VMs have to
pay higher price to purchase the resources. Although the variation
of δ may change the benefit allocation between the buyer and
seller sides, it does not affect the total system benefit. There is a
tradeoff between the speed and the benefit obtained by the buyer.
If a user chooses larger price adjustment step, the corresponding
VM will have shorter time to negotiate with the cloudlet and
obtain the cloud service, at the cost of lower benefit.

Moreover, from Fig.11(a), we can find that the total number of
iterations is controlled within 30 iterations under different price-
steps in all scenarios, which demonstrates that the computation
cost of our algorithm is not high.
3) Performance comparison

The application arrival rate impacts the application workload
in the mobile cloud system. To investigate its impact on the
pricing mechanism, we vary λ values while keeping the number
of cloudlets at 10, and applications are only generated during
the first 50 time slots in one simulation run. We analyze the
performance results from the perspectives of both the cloud
providers and end mobile users.

• Resource utilization
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Fig. 12. Resource utilization.

The average resource utilization ratio can evaluate the efficien-
cy of resource allocation, while the maximum resource utilization
ratio can reflect the load of the system. If the difference between
the above two utilization ratios is large, one resource dimension
would become the bottleneck. From Fig.12(a) and Fig.12(b),
the average resource utilization ratio and the maximum resource
utilization ratio increase as λ becomes larger and then stay stable
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when λ is beyond a value. After λ is higher than a threshold value,
the system becomes congested because of the limited amount of
resource in cloudlets.

Compared with other pricing mechanisms, our MPTMG-PB
mechanism has the highest average resource utilization ratio
that is nearly equal to the maximum resource utilization ratio
even when the system becomes congested, which proves that the
benefit discount design in MPTMG-PB with the load-balancing
resource allocation is effective in improving the resource usage
efficiency. In LIMITED, every application matches itself with a
type of VM with the resources allocated according to the upper
limit of the VM, which is usually larger than the application’s
resource requirement. As a result, the cloudlet’s resource is
wasted. Due to the benefit discount design, the average resource
utilization in our MPTMG-PB increases by 10%, 30%, and 40%
from that under MPTMG-NPNB, UNLIMITED, and LIMITED,
respectively.

• Response time
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Fig. 13. Response time.

High efficient resource allocation in cloudlets can increase
the number of VMs that can run concurrently, and consequently
can reduce the waiting time for applications to be scheduled to
offload to cloudlets which in turn helps save the energy of mobile
users. This impact is demonstrated by examining the average
response time, as shown in Fig.13(a). When λ = 180, the average
response time of MPTMG-PB is 20%, 50% and 70% lower than
those of MPTMG-NPNB, UNLIMITED, LIMITED. Generally,
idle waiting will significantly degrade the user’s satisfaction level.
Only when the response time is low, a user is willing to enter the
system. Compared to other pricing mechanisms, our MPTMG-
PB mechanism can help the mobile cloud system to attract more
users and win the market.

The maximum response time directly reflects the service
quality. As shown in Fig.13(b), our MPTMG-PB has the lowest
maximum response time. When λ = 180, the maximum response
time of our MPTMG-PB is 70%, 80% and 90% lower than
those of MPTMG-NPNB, UNLIMITED, LIMITED. Therefore,
application under MPTMG-PB can be offloaded to execute in a
cloudlet within a limited small time, and the SLA agreement and
QoS requirement of application can be better satisfied. This result
demonstrates that the penalty payment designed in this paper
can provide an effective incentive for cloudlets to more fairly
serve VMs. By reducing the waiting time of individual VMs, a
cloudlet can reduce its extra cost paid to the delayed VM and
gain encouragement payment from the platform.

• System benefit
As proved in Theorem 2, the proposed price-adjustment al-

gorithm allows to obtain the optimal price and VM-cloudlet
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Fig. 14. System benefit.
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Fig. 15. Execution time.

matching so that the mobile cloud system can achieve Pareto
efficiency. As a result, the system benefits of MPTMG-PB and
MPTMG-NPNB are significantly higher than the two fixed-
pricing mechanisms UNLIMITED and LIMITED, as shown in
Fig.14. The total benefit of the system increases when λ increases
until it reaches a large value of 110 in MPTMG-PB, beyond
which the total benefit is capped due to the limited total cloudlet
resources. Moreover, MPTMG-PB outperforms MPTMG-NPNB
with up to 20% higher system benefit. As MPTMG-PB can obtain
high resource utilization, the cloudlets can make higher profit by
selling more resources to VMs while VMs can gain higher benefit
by buying resources in cloudlets at lower prices.

• Execution time

Although applications are generated only during the first 50
time slots, as λ increases, the load of the system becomes high.
Some applications have to wait for the service, and the time for
completing all applications may be larger than 50 time slots.
When λ = 180, MPTMG-PB can finish all tasks using 70
time slots, while MPTMG-NPNB, UNLIMITED, and LIMITED
respectively take 80, 100, and 130 time slots to complete all the
jobs as shown in Fig.15. The total execution time reduction is
important, which helps to reduce power consumption and cost in
the mobile cloud system.

In summary, our proposed pricing mechanism MPTMG-PB is
designed by considering both resource availability and VM’s QoS
requirement, so that the optimal system benefit can be achieved
while at the same time supporting efficient resource allocation
and application offloading.

VIII. CONCLUSIONS

The long RTT delay may prevent running delay-sensitive
applications in the remote cloud despite its sufficient resources.
Although cloudlet can ”bring the cloud closer to applications”
to mitigate the long latency, compared to a remote cloud, the
resources owned by a cloudlet are much more limited. To more
efficiently manage application offloading and utilize the limited
resources in cloudlets, we design a Multi-dimensional Pricing
mechanism based on Two-sided Market Game. Specifically, we
propose three types of prices: a multi-dimensional price cor-
responding to multi-dimensional resource allocation, a penalty
price to encourage fair and high quality cloud services, and a
benefit discount factor which facilitates more balanced resource
allocation to help cloudlets to accommodate more VMs in the
long run. We have carried out extensive simulations, and our
results demonstrate that both the amount of resource allocation
and the sequence of application offloading can be effectively
accomplished with the support of our pricing mechanism.
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