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Abstract— Group communications is important in sup- mesh-based. The tree-based protocols (e.g., LAM [19],
porting multimedia applications. Multicast is an efficient MAODV [26], AMRIS [30]) construct a tree structure
method in implementing the group communications. How- for the multicast delivery, and the tree structure is
ever, it is challenging to implement efficient and scalable nqwn for its efficiency in utilizing the network resource
multicast in Mobile Ad hoc Networks (MANET) due to the o i - However, maintaining tree structure in these
difficulty in group membership management and multicast ; . .

conventional protocols is very difficult, and the tree

packet forwarding over the dynamic topology. We propose o oo,
a novel Efficient Geographic Multicast Protocol (EGMP), COnnection is easy to be broken and the transmission is

EGMP uses a hierarchical structure to implement scal- not reliable. The mesh-based protocols (e.g., FGMP [9],
able and efficient group membership management. And Core-Assisted Mesh protocol [15], ODMRP [16]) are

a network-range zone-based bi-directional tree is con- proposed to enhance the robustness by providing redun-
structed to achieve a more efficient multicast delivery. The dant paths between the source and destination pairs at the
position information is used to guide the hierarchical struc- st of higher forwarding overhead. Furthermore, these
ture building, multicast tree construction and multicast conventional multicast protocols generally do not have
packet forwarding, which efficiently reduces the overhead good scalability due to the overhead for route searching,

for route searching and tree structure maintenance. EGMP bershi d / h
does not depend on any specific geographic unicast routing group membership management, and tree/mesh structure

protocol. Several methods are assumed to further make Création and maintenance over the dynamic topology of
the protocol efficient, for example, introducing the concept MANET.
of zone depth for building an optimal tree structure and For MANET unicast routing, geographic routing pro-
combining the location service for group members with tocols [3][6] [21] [12] [5] [13] have been proposed in re-
the hierarchical group membership management. Finally, cent years for more scalable and robust forwarding. The
we design a scheme to handle empty zone problem facedyrotocol proposed in [21] with the algorithm described
by most routing protocols using a zone structure. earlier in [6] achieves a fully “stateless” routing. They
assume mobile nodes are aware of their own positions
|. INTRODUCTION through certain positioning system (e.g., GPS), and a
Group communications is important in Mobile Adsource can obtain the destination’s position through some
Hoc Networks (MANET). Sending action direction tdind of location service [14] [17]. An intermediate node
the soldiers in a battlefield and communications amomgakes forwarding decisions based on the destination’s
the firemen in a disaster area are some examplespoSition which is inserted in the packet header by
these applications. Group communications are also véhng source and its one-hop neighbors’ positions learnt
important in supporting multimedia applications sucthrough periodic beaconing among one-hop neighbors
as gaming and conferencing. With a one-to-many {21]. By default, the packets are greedily forwarded
many-to-many transmission pattern, multicast is an @b the neighbor that allows for the greatest geographic
ficient method to realize group communications. Tharogress to the destination. When no such neighbor
high dynamics of MANET, however, makes the desigexists, perimeter (face) forwarding [6] [21] is used to
of routing protocols much more challenging than that @écover from the local void, in which the packets traverse
wired network. the face of the planarized local topology subgraph by
The conventional MANET multicast protocols can applying the right-hand rule until greedy forwarding can
be divided into two main categories, tree-based abe resumed. Since the forwarding decisions are only



based on the local topology, geographic routings are branch building and tree structure maintenance,
more scalable and robust in a dynamic environment. especially in the presence of hode mobility.
Similarly, to reduce the topology maintenance over- 5) We also design a scheme to handle the empty
head in multicasting, an option is to make use of the  zone problem, a challenging problem in designing
position information. But there are many challenges to a zone-based protocol. In EGMP, whenever an
implement an efficient and scalable geographic multicast on-tree zone becomes empty, the tree structure is
scheme in MANET. For example, in unicast geographic  adjusted accordingly to keep the tree connected.

routing, destination’s position is carried in the packet we organize the rest of this article as follows. In
header to guide packet forwarding. But in multicastection 11, we discuss some related work on MANET
routing, the destination is a group of members. Puttingyticast protocols. The detailed description of the
all the members’ addresses and positions into the packgimp protocol is give in Section ll. Section IV shows
header is a direct and easy way, but this is only applicaljgs simulation results of the EGMP protocol. Section V

for the small group case [4] [8] [24]. Besides scalablgoncludes this paper and presents the future work.
packet forwarding, a scalable geographic multicast proto-

col also needs to efficiently manage the membership of a
possible large group, obtain the members’ positions and
forward packets to the members distributed in a possibleln this section we discuss the conventional multicast
large network terrain. These are ignored in the abopeotocols and the geographic multicast algorithms for
protocols. MANET.

We propose an efficient geographic multicast pro- The conventional topology-based multicast protocols
tocol (EGMP). EGMP can scale to large group sizeclude tree-based protocols (e.g., [19] [26] [30]) and
and network size and can efficiently implement mumesh-based protocols (e.g., [9] [15] [16]). The conven-
ticasting delivery and group membership managemetitnal multicast protocols are usually composed of the
EGMP uses a hierarchical structure to achieve scalabilitgllowing three components and generally they can not
The network terrain is divided into geographical norscale to large network size. 1) Group membership man-
overlapping square zones, and a leader is elected in eagement. The group membership changes frequently as
zone to take charge of the local group membership maach node may join or leave a multicast group randomly,
agement. A zone-based bi-directional multicast tree and the management becomes harder for a large group.
built in the network range to connect those zones haviy Creation and maintenance of a tree- or mesh-based
group members, and such tree-structure can utilize tmailticast structure. In these protocols, the structures
network resource efficiently. are based on some non-geographic mechanisms, which

Our contributions in this work include: makes the tree-based structure not so robust, while the

1) We design a scheme to build and maintain thmesh-based ones achieve the robustness at the cost of

intrazone and interzone topology for supportingefficiently utilizing network resource. Also the non-
scalable and efficient multicast forwarding. geographic routing mechanisms prohibit these protocols

2) We make use of the position information to implefrom scaling to a large network size. 3) Multicast packet

ment hierarchical group membership managemefitywarding. The multicast packets are forwarded along
and combine location service with the hierarchicdhe pre-built tree or mesh structure, but the pre-built
membership management to avoid network-rangaths are vulnerable to be broken over the dynamic
location searches for the group members, whichtigpology, especially in a large network with potentially
scalable and efficient. With location guidance andnger paths.

our efficient membership management structure, aBesides the three components included in the conven-
node can join or leave a group more quickly. tional multicast protocols, a geographic multicast proto-

3) With nodes self-organizing into zones, a zonesol also needs location service to obtain the members’

based bi-directional tree is built in MANET envi-positions. The geographic multicast protocols presented
ronment. Based on geographic routing, the maintig [4], [8] and [24] need to put the information of all the
nance of the tree is simplified and the transmissigroup members into the packet header, which creates
iS more robust in dynamic environment. a lot of overhead for a large group, so they are only

4) We introduce an important concepbne depth applicable for the small group case. Also, they rely

which reflects the relationship between a memben some network-range location service to search for
zone and the zone where the root of the tree exispsitions of all the group members, which will add more
The zone depth is efficient in guiding the treeverhead. Transier et al. [28] made an effort to improve

Il. RELATED WORK



the scalability of geographic protocol with group size.

However, as it requires periodic local-range and network-
range membership flooding, significant control overhead
will be generated when the network range increases,

(0, 3) (1,3) 2,3)

which makes the membership management not efficient. ©,2) 12 @2
Our protocol has assumed a different scheme with no core

periodic network-range flooding, so that our protocol zone

is not only scalable but also efficient in membership ©on LD .
management.

(0, 0) (1,0 (2,0)

I11. EFFICIENT GEOGRAPHICMULTICAST PROTOCOL _ ) _
Fig. 1. Zone depth in the multicast session.

In this section, we will describe the EGMP protocol
in details. We first give an overview of the protocol _ o
in Section IlI-A, and then introduce the notations an8- Notations and Definitions

definitions used in our protocol in Section IlI-B. In pos A mobile node’s position coordinates (X, y)

Section I1I-C we present the zone structure building pro- zone The network terrain is divided into square zones
cess and the zone-supported geographic routing strateg@yshown in Fig. 1.

the processes for the multicast tree creation, maintenagagare. In our zone structure, the intrazone nodes can
and the multicast packet delivery. communicate directly with each other without the need
of any intermediate relays, so thabne_size < %
wherer is the mobile nodes’ transmission range.

zone ID The identification of a zone. A node can

EGMP uses a two-tier structure. The whole netwog@lculate its zone ID (a, b) from itgos (X, y) asia =
is divided into square zones. In each zone, a leader[fs*2] and b = [Z=], where (zo,yo) is the position
elected and serves as a representative of its local zonedbithe virtual origin, which is set at the network initial
the upper tier. The leader collects the local zone’s grogfge as one of the network parameters. For simplicity,
membership information and represents its associaié assume all the zone IDs are positive.
zone to join or leave the multicast sessions as requiredzone centerFor a zone with ID (a,b), the position
As a result, a network-range core-zone-based multic@$t its center (zcenter, Yeenter) Can be calculated as:
tree is built on the upper tier to connect the membetenter = To+(a+0.5) X 720ne, Yeenter = Yo+ (b+0.5) X
zones. The source sends the multicast packets directly.e. A packet destined to a zone will be forwarded
onto the tree. And then the multicast packets will flowowards the center of the zone.
along the multicast tree at the upper tier. When an on-zLD: Zone leader. A zLD is elected in each zone for
tree zone leader receives the packets, it will send thenaging the local zone group membership and taking
multicast packets to the group members in its local zorart in the upper tier multicast routing.

To implement this two-tier structure, we need to ad- tZone The zones on the multicast tree. The tZones
dress a number of issues. For example, how to build thee responsible for the multicast packet forwarding. A
zone structure? How to elect the zone leader and han@lene may have group members or not.
its mobility? A zone may become empty due to the node core zone The core zone is the root of the multicast
movements, and how to keep the tree connected wHege.
an on-tree zone becomes empty? A member node mayone depthFor each multicast session, a zone’s depth
move from one zone to another, how to reduce the packeflects its distance to core zone. For a zone with ID
loss during mobility? In the following sections, we(a,b), its depth isdepth = max(|ag—al, |bo —b|), where
will give the answers to these questions. In EGMP, wWeo, by) is core-zone ID. For example, in Fig. 1, for the
assume every node is aware of its own position throufjiie zones surrounding the core zonkepth = 1. And
some positioning system (e.g., GPS). The forwardirige outer six zones havipth as two. The depth of core
of data packets and most control messages is bagede is zero.
on the geographic unicast routing protocols [6] [21] as zNode Zone node, a node located in the same zone
mentioned in Section |. as the node being mentioned.

A. Protocol Overview



C. Zone Structure Building and Geographic Routing zNodes, it will announce its leadership role through

In this section, we first describe the zone constructi¢}®acon message. 3) More than one zNodes have their
process, including the intrazone and interzone topoloﬂé\gS set, the one with the highest node ID is elected.
building and zLD election. We then introduce the zondt the node’s own flag is set before the checking, but
supported geographic unicast routing which will be usédother node wins as zLD, the node will deliver its
in our protocol. multicast table to the elected zLD. 4) Just one flag is

1) Intrazone and interzone topology buildingn the Set for one of its zone nodes, the node with flag set is
underneath geographic unicast routing protocols, noddd>-
periodically broadcast a BEACON message to distribute3) Zone-supported geographic unicast routing:

a node’s position. We insert in the BEACON messageNpdes from the same zone are within each other’s trans-
flag indicating whether the sender is zLD to ease lead8fssion range and are aware of each other’s location.
election. Since..n. <= -.=, the broadcasting will cover Transmission between nodes in different zones, however,
the whole local zone. To reduce the beaconing overhe8f€n needs intermediate nodes to relay the packets.
we enhance the fixed-interval beaconing mechanism!th EGMP, the network-tier forwarding of the control
the underneath unicasting protocol to a more flexible of8€ssages and data packets is through the underneath
A non-leader node will send a beacon only when i§€ographic unicast routing. However, in the geographic
moving distance from last beaconing is larger than gpicast routing, location service is required for the source
equal toDpeqcon, OF the time interval from last beaconing© 9et the destination node’s position, which will add

is longer than or equal tdntval,,g., Of it moves to a extra overhead. In EGMP, to avoid the network-range

new zone. A zLD is forced to send out a beacon evekgpation service, we combine the location service with
period of Intval,y, to announce its leadership role. Our hierarchical zone structure. At the network tier, the
On receiving a beacon from a neighbor, a node pmgcket is forwarded to the center of the destination
the node ID,pos and flag contained in the messageZOne without the need of any specific node’s position.
into its zone table. Table | shows an example of the zoR¥ly when the packet reaches the destination zone, it
table. The zone ID of the sending node can be calculat¢ll be forwarded to a specific node or broadcasted
from its pos. An entry will be removed if not refresheddepending on the message type. And for the intrazone
within a periodT'imeout 71 or the corresponding neigh_communications, only one transmission is required as all
bor is detected unreachable by the MAC layer protocdhe nodes are within each other’s transmission range.
Table | shows the zone table of node 18 in Fig. 3. However, since we use the destined zone’s center to
Node 18 is in zone (1, 1). It can receive beacons frogptimate the destination node’s position, such inaccurate
its zLD node 16. Also it can hear the beacons from ifiestination position may misguide the geographic for-
one-hop neighbors node 7, node 1 and node 13, whi¢grding and result in forwarding failure. For example,

are in zone (1, 0), (2, 0) and (2, 1) respectively. in Fig. 3, when node 16 sends a packet to zone (1, 0),
if node 7 is the only node in zone (1, 0) and node
TABLE | 18 is the one closest to the center of zone (1, 0), by

THE ZONE TABLE OF NODE18 using the underlying geographic unicast protocol (for

nodelD | Position | flag | zone 1D example, GPSR [21]), the packet will be forwarded

16 (x16,y16) | 1 T, D to node 18 greedily. But the greedy mode will fail
7 (z7,y7) 1 1,0 at node 18 as it cannot find a neighbor closer to the
1 (z1,91) | O | (2,0) destination position (the center of zone (1, 0)). So the

13 (713, y13) 1 2, 1)

perimeter mode is used to continue the forwarding. But

it still cannot guarantee the packet arriving at node 7
2) Zone leader electionA zLD is elected through with the inaccurate destination position. Such problem

the leader election process. When a node appears inithaeeglected by the previous geographic protocols using

network, it sends out a beacon announcing its existena@. area as a destination.

And then it waits for alntval,,;, period for the beacons To avoid this problem, when the underlying geo-

from other nodes. Everyntval;; a node will check graphic forwarding fails, EGMP will retry to forward

its zone table and decide its zLD under different casdbe packet using theone forwarding modeOnly when

1) The zone table contains no other zNodes, it wilhe zone mode also fails, the packet will be dropped. The

announce itself as zLD. 2) All the zNodes’ flags areone mode will search for a path based on the zone table,

unset, that means no zNode has announced the leaderahkifhe zone table can reflect the local zone topology more

role. If the node is closer to the zone center than othaccurately. In the zone mode, an intermediate node will



. . TABLE I
check the zone IDs listed in the zone ID column of the
ONE ENTRY OF THE MEMBERSHIP TABLE OF NODEL8

zone table, and pick a zone closest to the destination zone
and closer than its zone. If such a zone exists, the node
will forward the packet to the corresponding neighboring cogrz;gnleDlD (2?2)
node. To find a closer zone, the node can calculate the isAcked | TRUE
dis values of its zone and the zones in the zone list using
dis(a,b) - (a - adst)2 + (b - bdst)21 where @dstﬂ bdst) is
the destination zone ID. A zone with a smaligs value Procedure Leader Join(me, pkt)
is closer to the destination zone. In the above example;ne: the leader itself _
if the underlying geographic unicast forwarding fails at P¥* the JOINREQ message the leader received
node 18, it will try to continue the forwarding using zone gggIN
mode. It checks its zone table (Table 1), and sinceflse  if (pkt.srcZone == me.zonel D) then
value of zone (1, 0) to destination zone (1, 0) is zero, the /* the join request is from a zNode */ , ,

. . . /* add the node into the downstream node list of the multicast
packet is forwarded to node 7 in zone (1, 0). To avoid

table */
any possible routing loop, a node will only forward a  AddNodetoMcastTablet.groupI D, pkt.nodel D);

packet which is received for the first time. else
/* the join request is from another zone */
if (dme < dpit) then
/* add this zone to the downstream zone list of the multicast

D. Multicast Tree Construction and Packet Delivery table */
AddZonetoMcastTablekt.groupl D, pkt.zonel D);

In this section, we will present the multicast tree else
creation and maintenance schemes, and describe the 'r:ec;[]";’r?rdpa‘:keﬂkt);
multicast packet delivery strategy. And in the following  eng it
description, except when explicitly indicated, we use G, end if
S and M respectively to represent a multicast group, aif (LookupMcastTableforCorgft.groupl D)) then

/* there is no core-zone information */
source of G and a member of G. SendCoreZoneRequestt.groupl D):

1) Multicast session initiation and terminatiolVhen else if (ILookupMcastTableforUpstreamit.groupl D)) then
S wants to start a multicast session G, it will an- /" there is no upstream zone infomation */
nounce the existence of G by flooding a messageeISS:ndJO'nReque%t'gmup D).
NEW_SESSION(G, zonelDg) into the whole net- SendReply;
work. The message carries G and the ID of the zoneend if
where S is located, which is used as the initial zone ID END
of the core zone for group G. When a node M receives
this message and is interested in G, it will join G usingg. 2. The pseudocode of the leader joining procedure.
the process described in the following section. Every
node will keep a membership table. Table Il shows one
entry of the membership table of node 18 in Fig. 3. 2) Multicast group joining: When a node M wants
Each entry saves the information of a group that the join G, if it is a non-leader node, it sends a
node is a member, and the information includes theROIN_REQ(M, zonel Dy, G) message to its zLD. If
group ID, the core-zone ID and a flag isAcked indicating zLD receives a JOINREQ or itself will join G, it
whether the node is on the corresponding multicast tredll begin the leader joining procedure as follows. If
A zone leader (zLD) maintains a multicast table. Whenthe received JOINREQ comes from a member M of the
zLD receives the NEWSESSION message, it will recordsame zone, the zLD adds M to the downstream node
the group ID and core-zone ID into its multicast tabldist in its multicast table. If the message is from another
Table 11l is an example of one entry in the multicastone, it will compare the depth of the request zone with
table. The table contains the group ID, core-zone IEhat of its own zone. If its depth is smaller, i.e., its
upstream zone ID, downstream zone list and downstreaone is closer to the core zone than the request zone,
node list. it will add the request zone to its downstream zone list;

Whenever S decides to end G, it floods a messagierwise, it just continues forwarding the JOREQ
END_SESSION(G). When receiving this message, theessage towards the core zone.
nodes will remove all the information about G from their If new nodes or zones are added to the downstream
membership tables and multicast tables. list, the leader will check the core-zone ID and the




4 procedure. It finds the upstream zone ID is unset, and
() it sends a JOINREQ towards the core zone (2, 2). The
3,0 @Gy % |62 S message will reach zone (1, 1) and be intercepted by
\\we @, the zLD node 16. Node 16 then starts its leader joining
zage_ procedure. It compares the depth of zone (0, 0) and
ey Do (2,yy.| its own zone. SiNCel.,,c0,0) = 2 and d,one(1,1) = 1,
O g . ' Qoone(0,0) > dzone(1,1), Node 16 adds the zone ID (0, 0)
to its downstream zone list. Then node 16 finds the
L0 w7 “f./ s upstream zone ID is unset, so it sends a JBIEQ
// A \* towards the core zone. This message is received by the
®) ' @‘( core-zone zLD node 3, and triggers joining procedure of
00 o 0.9 C0 node 3. Node 3 adds the zone ID (1, 1) to its downstream
zone list after comparing the depths. As core zone is the
QO Mobilenodes Q) Zone leader root of the multicast tree and no upstream zone exists, it
@@ Group members sends back a JOIREPLY to zone (1, 1). On receiving
_ _ _ this message, node 16 sets the upstream zone ID as (2, 2)
Fig. 3. Multicast session example. and sends a JOUREPLY to the downstream zone (0, 0).

Node 15 sets its upstream zone as (1, 1) on receiving the

upstream zone ID and take corresponding action. If QIN*RE,PLY and the joining Process IS finished. Aftgr
doesn’t know the core zone, it starts axpanded ring this joining process, two multicast branches are built.
search When knowing the core zone, if its upstrearﬁ)ne branch is between zone (2, 2) and zone (1, 1), and

zone ID is unset, the leader will represent its zone to sem? other one is between zone (1, 1) and zone (0, 0).

a JOINREQ message towards the core zone; otherwise,Through the joining process, the group membership

the leader will send back a JOIREPLY to the source management is implemented in a distributed manner. An

of JOIN.REQ (which may be multiple hops away andipstream zone only needs to manage its downstream

geographic unicasting is used for this transmissioj)c.mes' And the group membership management of a

When the source of the JOIREQ message receive ocal zone is only taken care by the zLD.
JOIN.LREPLY, if it is a node, it sets the isAcked flag 3) Multicast group leaving:When M wants to leave

in its membership table and the joining procedure & it_ s_ends iﬁégﬂj\{’g) messagehto its zLD. ?T\
finished. If the join request is from a zone, the lead&yCeVINg @ , & ZLD Temoves the source o the
of the request zone will add the upstream zone ID EAVE message from its downstream node list or zone
the source zone ID of the JOIREPLY message, and Ist. If its downstream zone list and node list of G

then send JOINREPLY to unacknowledged downstreani'© both empty and it is not a member of G either,

nodes or zones. The pseudocode of the leader joinﬁh§ zLDhsendhs ﬁ LIEAVE(zoneID, Gh) to its lépitrearr}:
procedure is given in Fig. 2. zone. Through the leave process, the unused branches

are removed from the multicast tree.

TABLE Il 4) Multicast packet delivering:In this section, we
THE ENTRY OF GROUPg1 IN THE MULTICAST TABLE oF NoDE 16 Will explain how the multicast packets are forwarded to
the members.

group 1D G 1. Packet sending from the source
core-zone 1D (2,2) In order to send the packet directly onto the multicast
upstream zone 1D (2,2) tree, S is required to join the multicast tree and becomes
downstream zone list (1,0). (0,0) a group member. EGMP uses a bi-directional tree [2].
downstream node list 18

That means the multicast packets can flow not only
from an upstream node/zone down to its downstream
An example is given in Fig. 3, in which the corenodes/zones, but also from a downstream node/zone up
zone of G is (2, 2), and the double circled nodes ate its upstream node/zone. In most of the core-based
zLDs. Suppose currently zone (0, 0) and (1, 1) are not amulticast protocols, S needs to send the packets initially
the multicast tree, and their zLDs node 15 and node fidthe core. For example in Fig. 3, if node 5 is a source,
already know the core zone ID from the NEBESSION it needs to unicast the packets initially to the core zone
message. Now node 15 will join G. Since node 15 {2, 2). Sending packets first to the core will introduce
zLD of zone (0, 0), it will begin the leader joiningmore delay especially when S is far away from the core.



By using a bi-directional tree, S can send the packdtsdecides the next hop for each destination and inserts
directly onto the tree, and avoid extra delay. the list (12: (3,1),(3,3); 14: (1,2)) in the packet header.
When S has data to send and it is not zLD, it decidédter broadcasting the packet promiscuously, its one-hop
whether it has joined the multicast tree by checking tmeighbors node 12, node 14 and node 8 will receive the
isAcked flag in its membership table. If it is on theacket. They check the next hops. Node 8 will drop this
multicast tree, therefore its zone has joined the multicgsicket. Node 12 and node 14 will continue forwarding
tree, it sends the multicast packets to its zLD. Whehis packet. Node 12 replaces the list carried in the packet
the zLD of a zone on the multicast tree (tZone) receivégader as (17: (3,1); 2: (3,3)) and broadcasts this packet.
multicast packets, it forwards the packets to the upstream
zone and all the downstream nodes and zones exc
the incoming one. For example, in Fig. 3, the blac
nodes are the member nodes of G, and the dashedh a dynamic network, it is critical to maintain the
lines represent the multicast tree branches. The sourgelticast tree structure to keep its connection, and adjust
node 18 will send packets to G. Initially it sends théhe tree structure upon topology change to optimize the
packets to its zLD node 16. Node 16 checks its multicagulticast routing. In the zone structure, node will move
table, and sends the packets to its upstream zone (2bgjween different zones and sometimes empty zones will
and its downstream zones (1, 0) and (0, 0). lts onppear, which is a key problem in a zone-based protocol.
downstream node is node 18 which is the incoming nod#, this section, we will address these issues.
so node 16 won't send the packets to it. When the packetsl) Moving between different zone¥/hen a member
are received by the leader node 3 of the core zorM®de moves to a new zone, it must rejoin the multicast
it continues forwarding the packets to its downstreatree through the new zLD. When a zLD is moving away
zones (3, 1), (3, 3), (1, 2) except the incoming zorfeom its current zone, it must handover its multicast table
(1, 1). The arrows in the figure show the direction of th&® a new zLD, otherwise all the downstream zones and
packet flows. nodes will lose the connection to the multicast tree.
Sometimes S is not on the multicast tree. For example, Whenever a node M moves into a new zone, it will
when it moves to a new zone, the isAcked flag will begjoin G by sending a JOIREQ to its new zLD. During
unset until it finishes the rejoining to G through the newhis joining process, to reduce the packet loss, whenever
zLD. In this case, to reduce the impact of the joininthe node broadcasts a BEACON message to update its
latency, S will send the packets directly to the core zoigformation to the nodes in the new zone, it also unicasts
until it finishes the joining process. one copy of the BEACON to its old zone to update its
2. Multicast data forwarding position. Since it hasn’'t sent LEAVE message to the old
In our protocol, only zLD will maintain the multicastzLD, the old zLD will unicast the multicast packet to
table, and the member zones normally cannot be reachddWhen the rejoining process finishes, M will send a
within one hop. When a node N has a multicast packetltéctAVE message to its old zLD.
be forwarded to a list of destinatiori®);, D, D3, .. .), To handle leader mobility problem, if a zLD finds its
it decides the next hop towards each destination (Fodistance to the zone’s border is less than a threshold
zone, its center is used) using the geographic forwardidg,.q.- Or it is already in a new zone, it assumes it is
strategy described in Section 11I-C.3. After deciding thenoving away from the zone it is in charge, and it starts
next hops, N inserts the list of next hops and associatid@ handover process. It checks the zNodes in the zone
destinations in the packet header. An example list iisis leaving from and selects the one closest to the zone
(N7 : D1,Ds; Ny : Dy;...) where Ny is the next hop center as the new zLD, then sends its multicast table to
for the destinationd); and D3, and N is the next hop the new zLD. And the new zLD will send a BEACON
for Ds. And then N broadcasts the packetomiscu- announcing its leadership role immediately. Before the
ously (for reliability and efficiency). Upon receiving thenew zLD announces its leadership role, the old zLD may
packet, a neighbor node will keep the packet if it is orill receive packets destined to zLD as other nodes still
of the next hops or destinations, and drop the packainsider it as the zLD. It will forward all these packets to
otherwise. If the node is a next hop for other destinatiortbe new zLD when the process is completed. If there is
it will continue forwarding the packets similarly as nod@o other nodes in the zone and the zone will become
N. empty, it will use the method introduced in the next
For example, in Fig. 3, after node 3 receives thgection to deliver its multicast table.
multicast packet from zone (1, 1), it will forward the 2) Dealing with empty zonesA zone may become
packet to the downstream zones (1, 2), (3, 1) and (3, 8mpty when all the nodes move away. Suppose the area

t . . S
EIO Multicast Route Maintenance and Optimization



‘ 3) Tree branch maintenanceTo detect the broken
® tree branches in time, if there are no multicast packets
3.0 (3.2) o) or messages for delivering for a period bitvalctive,
/ the zLD of a tZone will send an ACTIVE message to its
O o downstream nodes and zones to announce the activity of
B N the multicast branches. When a member node or a tZone
e/ fails to receive any packets or messages from its zLD or
@<« — 53('5\ / upstream zone longer than a period/o Intval,ctive,
- i s it assumes that it loses the connection to the multicast
' ~ tree and restarts a joining process.
é\_” ?@ fl) Routg Optlmlgatlon:Sometlmes a zLD may re-
cﬁ.oﬁ-‘ . o o ceive duplicate multicast packets from different upstream

zones. For example, as described in Section IlI-E.3, after
OO Mobilenodes Q) Zone leader failing to receive any data packets or active messages
@® Group members from the upstream zone for a period, a tZone will start

a rejoining process. But it is possible that the packet
and message were lost due to collision, so the old
upstream zone is still active after the rejoining process,
) o and duplicate packets will be forwarded by two upstream
of the whole network isA and the node density i8, ,ones to the tZone. In this case, the one closer to the
so the total numbern) of nodes in the network is core z0ne will be kept as the upstream zone, while the
dA. Assume a node may locate at any location in thgner gne will be removed by sending a LEAVE message.
network with the same probability. Randomly picking,rqugh this process, the multicast branch with more

up a zone from the network, the probability for a nodgstima) route will be kept. If the two upstream zones

1 i TZU"LE -
to be located in the zone is = —3=. Therefore, the 56 the same distances to the core zone, one of them
probability that the zone is empty if? = (1 —p)". g randomly selected.

When A = 3000m x 1500m and r,one = 150m,

P = 0.324 if d = 50nodes/km?* and P = 0.637 if IV. PERFORMANCEEVALUATION
d = 20nodes/km?. We can see the probability that a
zone becomes empty is not negligible and it is critical
to address the empty zone problem.

In EGMP, if a tZone becomes empty, we must adju
the multicast tree accordingly to keep the multicast tree V& simulated EGMP protocol within the Global Mo-
connected. Because of the importance of the core zoR#€ Simulation (GloMoSim) [29] library. The nodes are
we will treat it differently. When a zLD is moving awayrandomly distributed in the area 8600rn x 1500m with
from a non-core tZone and the zone is to be empty,at default node density 50 nodeskmie use IEEE
will send its multicast table to its upstream zone. The u§02.11 as the MAC layer protocol. The nodes move
stream zLD will then take over all its downstream zone&llowing the random waypoinmobility model [7]. The
and delete this requesting zone from its downstream zdf@Smission range is 250m. Each traffic flow is sent
list. The new upstream zone needs to send JREPLY at 8 Kbps using CBR with packet length 512 bytes,
to all the new added downstream zones to notify the@d each simulation lasts 900 simulation seconds. A
the change. When these downstream zones receive §tfulation result is gained by averaging over several
JOIN.REPLY messages, they will change their upstreafins with different seeds. The moving pause time is set
zone 1D accordingly. as 0 second, minimum speed is 0 km/h and the default

If the to-be empty zone is the core zone, since tfBa@xXimum speed is 72 km/h.
core zone has no upstream zone, the zLD will check
its connected neighboring zones and choose the dheParameters and Metrics
closest to the core zone as the new core zone. TheTable IV lists the default parameter values used in the
zLD then forwards its multicast table to the new corEGMP simulations. We studied the following metrics for
zone, and floods a NEMLORE message to announceéhe multicast performance evaluation:
the change. Fig. 4 shows the multicast tree after the core}) packet delivery ratio The ratio of the number
zone switches from zone (2, 2) to (1, 2). of packets received and the number of packets

Fig. 4. An example of the core-zone switching.

In this section, we study the performance of EGMP.

é. Simulation Environment
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Fig. 5. EGMP performance with different moving speed (2 groups, 44 members per group): (a) packet delivery ratio; (b) average number
of transmissions per node every second; (c) average path length.

Maximum speed (km/h)

expected to be received. So for the multicast packatotocol will impact the multicast protocol performance,
delivery, the ratio is the total number of receivedbr the performance references, the simulation results of
packets over the multiplication of the group siz&DMRP is shown. ODMRP is a mesh-based, on-demand
and the number of originated packets. multicast protocol. According to the result of [22],
Number of transmissions per node every secordDMRP performs the best in the MANET multicast
The average number of transmissions of the mulgrotocols referred.

cast packets including the data packets and controll) Effect of moving speediVe first study the multi-
messages per node every second during the medst performance with different maximum moving speed
ticast session. This metric studies the efficiendyom 10 km/h to 100 km/h. In these simulations, 80
of the protocol including the efficiency for thenodes join two multicast groups. Each group has 44
data delivery and the efficiency for the multicasthembers and one source.

structure building and maintenance. From Fig. 5(a), EGMP improves the delivery ratio
Average path lengthThe average number of hopsy nearly twenty percent compared with ODMRP. The
traversed by each delivered data packet.. simulation results of ODMRP are worse than those
Joining delay The time interval between the firstin [22] because we use a larger network size. The
JOIN.REQ sent out and the JOIREPLY re- higher delivery ratio of EGMP is due to its geographic
ceived. routing mechanism, which can adjust more quickly to
the topology change and is more suited to the dynamic
environment of MANET. Although the mesh structure
used in ODMRP is more robust than tree structure,
the mesh structure is built through some kind of back

2)

3)

4)

TABLE IV
THE PARAMETER VALUES FOREGMP SIMULATIONS

Parameter name | Value | Appeared section learning, and more easily becomes invalidated due to
T'zone 150m Section I1I-B
Tntoalmn 0.5 sec| Section NI-C.1 the node movements. _ _
Intvalmas 4'sec | Section III-C.1 In EGMP, when the moving speed increases, to keep
Intvalactive 2sec | Section Ill-E.3 the multicast tree connected, more control messages will
ngwout” 4'550;“ 222382 :::gi be generated. For example, the zLD changes will be-
D:a;m Em Section IFE 1 come more frequent and more frequent node movements
N 2 Section IlI-E.3

C. Protocol Performance

In this section, we evaluate the performance of EGMP
with different node densities, moving speeds and group
sizes. As far as we know there is no other comprehensive
geographic multicast protocol available now. Since every
part of multicast protocol including the membership
management, tree/mesh construction, multicast packet
forwarding and the location service for a geographfdg. 6.

Percent of nodes

Distribution of joining delay.
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Packet delivery rate
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Fig. 7. EGMP performance with different group size: (a) packet delivery ratio; (b) average number of transmissions per node every second;
(c) average path length.

Packet delivery rate
Number of transmissions
per node every second
o
Average path length
[ O

a a
(a) Node density (nodes/km?) (b) Node density (nodestkm?) (C) Node density (nodes/km?)

Fig. 8. EGMP performance with different node density (1 group, 50 members): (a) packet delivery ratio; (b) average number of transmissions
per node every second; (c) average path length.

between zones will trigger more rejoining processethe distribution of joining delays of EGMP when the
Fig. 5(b) shows an increased transmission load withoving speed is 50 km/h. Near®p% of nodes can join
higher moving speed. But the tree structure can utilizee group within 100 msec. Due to the distributed mem-
the network resources more efficiently than mesh strumership management and the distributed tree structure of
ture, as the mesh structure has redundant multicast padk6MP, the group members can join the multicast group
forwarding, and has higher transmission overhead. more quickly than the centralized protocols in which the
The average path length of EGMP is seen fro@roup members are managed only by the source.
Fig. 5(c) about two hops longer than ODMRP. This 2) Effect of group sizeNext we evaluate the perfor-
is due to the feature of core-zone-based tree structunance of EGMP with different group sizes. A multicast
and the hierarchical forwarding. The multicast packgroup is simulated with group size varied from 10
is sent first to the zLD and then forwarded to themembers to 70 members. One source keeps sending CBR
local members. This packet forwarding will generallflows to the group.
introduce one more hop. And the core-based tree strucFig. 7 demonstrates the delivery ratio, transmission
ture will generate some non-shortest paths between tbad and average path length under different group sizes.
receivers and sources. The extra hops will lead to highfetom the figures, with different group sizes, the delivery
transmission overhead and compromise the advantageanfo of EGMP keeps at more than 85%. When the
EGMP. While in ODMRP, the packet flows along thgyroup size is 10, the difference between the delivery
shortest path from the sources to the receivers, so tagio of EGMP and ODMRP is nearly 50%. When the
path has less hops. group size increases, ODMRP makes more successful
Next we study the average joining delay of the grougeliveries. Because when more nodes join the multicast
members. In ODMRP, there is no active joining proceggoup, the mesh structure used in ODMRP has more
for the group members. The source sends out a Joanundancy and will provide more robust delivery. While
REQUEST periodically to refresh the mesh structure. tiie tree structure shows a more stable performance
the nodes want to join a group, they need to wait for thwith the different group sizes. The transmission loads
next mesh refreshing period to join the mesh structurgf. both two protocols increase with larger group size
In the ODMRP code implemented in GlomoSim librarysince more control messages will be generated for group
this refreshing interval is set as 3 seconds. Fig. 6 shome&mbership management and more data forwarding are
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required for the larger group. The path length of EGM#he zone structure building, multicast tree construction
keeps at around average 4.8 hops with different groapd multicast packet forwarding. As compared to tra-
sizes. ditional multicast protocols, our scheme allows the use
3) Effect of node densityGeographic routing is sen-of location information to reduce the overhead in tree
sitive to the node density and performs better in a densteucture maintenance and can adapt to the topology
network. And node density is closely related to thehange more quickly. Simulation results show our pro-
performance of zone-based protocols. When the no@eol can achieve higher packet delivery ratio in a large-
density is low, more empty zones will appear, whicbcale network. In future work, we are going to enhance
will negatively affect the zone structure performanceur protocol without the help of core zone, to achieve
In EGMP, the empty zone problem is considered andnaore optimal routing and lower control overhead.
scheme is designed to handle this problem. Hence we
also study the impact of node density on the perfor-
mance. [1] M. Abolhasan, T. Wysocki, and E. Dutkiewic. Scalable routing

: : strategy for dynamic zones-based mane®.OBECOM ’'02.
As expected, EGMP performs better with higher node \EEE. 1:17-21, November 2002,

density as shown in Fig. 8. Even when the node density; a. Ballardie. Core Based Trees (CBT) Multicast Routing

is as low as 20 nodes/Kmthe performance of EGMP Architecture. RFC 2201 September 1997.

is comparable to ODMRP. When the node density inl38] S. Basagni, I. Chlamtac, V. Syrotiuk, and B. Woodward. A
the performance of EGMP becomes better due distance routing effect algorithm for mobility (DREAM). In

creases, P '~ Proceedings of the ACM/IEEE International Conference on

to the more stable zone structure. When the node density mobile Computing and Networking (MOBICOM)ages 7684,

is higher than 80 nodes/Kmthe increase of delivery 1998.

ratio becomes slower. At high density the coIIision§4] S. Basagni, I. Chlamtac, and V. R. Syrotiuk. Location aware,
. . g dependable multicast for mobile ad hoc network3omputer
among neighboring nodes will increase and cause more Newworks 36(5-6):659-670, August 2001.

packet loss. Since part of the EGMP transmission loag] L. Blazevic, S. Giordano, and J.-Y. L. Boudec. Self organized
is generated from the zone structure maintenance which terminode routing.Cluster Computing Journal5(2):205-218,

; : ; ; April 2002.

!S not mCIUd_ed in ODMRP, .Wh.en the node denSItY[t6 P. Bose, P. Morin, I. Stojmenovic and J. Urrutia. Routing with
increases, this part of transmission load decreases With gyaranteed delivery in ad hoc wireless networkshop on
the more stable zone structure. So in Fig. 8(b), the Discrete Algorithms and Methods for Mobile Computing and
transmission load of EGMP decreases much faster thary Communications (DialM 99)Aug. 1999.

o . 7] J. Broch, D. A. Maltz, D. B. Johnson, Y-C. Hu and J. G.
ODMRP as the node density increases. From Fig. 8(C5’ Jetcheva. A Performance Comparison of MultiHop Wireless Ad

the average path length tends to be shorter with higher Hoc Network Routing Protocol®roceedings of the ACM/IEEE
node density. According to the feature of geographic International Conference on Mobile Computing and Networking
; PR ; (MOBICOM), pages 8597, 1998.

routing, when th.e node FJenS|ty IS Iowe_r, there I_S les ] K. Chen and K. Nahrstedt. Effective location-guided tree
chance for an |ntermedlate noge to find a _nelghbo construction algorithms for small group multicast in manet.
closer to the destination. The perimeter forwarding mode IEEE INFOCOM pages 1180-1189, 2002.

[21] has to be adopted to traverse the local maximum®l C.-C. Chiang, M. Gerla, and L. Zhang. Forwarding group
which will introduce more hops. While with higher node multicast protocol (FGMP) for multihop, mobile wireless net-

. . . : works. AJ. Cluster Comp, Special Issue on Mobile Compuyting
density, more forwarding are greedy which results in  1(2):187-196, 1998.
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