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Abstract— As CDMA-based cellular networks mature, the
current point-to-point links used in connecting base stations to
network controllers will evolve to an IP-based Radio Access
Network (RAN) for reasons of lower cost due to statistical
multiplexing gains, better scalability and reliability, and the
projected growth in data applications. In this paper, we study
the impact of congestion in a best-effort IP RAN on CDMA

cellular voice networks. We propose and evaluate three congestion

control mechanisms, admission contral diversity contro] and

paths to more than one network controller, thereby im-
proving reliability and scalability.

. Data Applications- Increasingly, a large number of

IP-based “data applications” including web browsing,
email, streaming and packetized voice (voice over IP) are
being offered in wireless networks. Hence wireless access
networks must support IP traffic. An IP RAN efficiently
addresses this eventuality.

router control, to maximize network capacity while maintaining . .
good voice quality. We first propose two new enhancements to  While the use of an IP RAN results in the above ad-
CDMA call admission control that consider a unified view of vantages, mechanisms must be designed to control IP RAN

both IP RAN and air interface resources. Next, we introduce congestion. Congestion occurs when the offered traffic ex-
a novel technique called diversity control that exploits the soft- ceeds the engineered IP RAN capacity. There are essentially
Eandoff feature of CDMA networks and drops selected frames .00 annroaches to control and avoid congestion. First, the
elonging to multiple soft-handoff legs to gracefully degrade . -
voice quality during congestion. Finally, we study the impact Network can be over-provisioned or peak-provisioned so that
of router control where an active queue management technique congestion never occurs. Although simple, this is not a prac-
is used to reduce delay and minimize correlated losses. Usingtical solution because access network bandwidth is still very
simulations of a large mobile network, we show that the three eyxnensive compared to core network bandwidth. Second, one
different control mechanisms can help gracefully manage 10-40% .., eserve resources in the access network. While several
congestion overload in the IP RAN. )
research efforts have focused on this problem (e.qg., [1], [2]),
inaccurate resource estimation due to dynamic load patterns
and/or mobility, variations in the wireless environment, and the
) o wide range of application characteristics makes it a very hard
Cellular wireless networks have become an indispensablg,niem to solve. Besides, even though various reservation
part of the communication infrastructure. CDMA is an iMgchemes have been proposed and implemented in routers,
portant air-interface technology for cellular wireless networkg,ege approaches are yet to be widely deployed in current
It has been selected for implementation in both the Nor{p networks. The third approach is to assume a best-effort IP
American and European 3G standards. Traditionally, in thegs&\N and use properly designed policies to control and avoid
wireless access networks, the base stations are Con”eCterﬁbestion. This is the focus of our paper.
radio network controllers or base station controllers by point- e study the impact of congestion in a best-effort IP RAN
to-point (usually T1/E1) links. These links, also called backsn cpMA cellular voice networks. Congestion introduces loss
haul links, are expensive and their use imposes an on-gokgy delay jitter in the user traffic. Uncontrolled loss and delay
cost on the service providers. In such networks, rellablllﬁytter could drastically reduce the voice quality. Therefore
comes at high price: by replication of links or controllers. Agongestion control techniques are essential in maintaining
CDMA-based cellular networks mature, the current point—t%md voice quality. We focus on the voice application for two
point links will evolve to an IP-based Radio Access Networfaasons: a) current cellular networks are predominantly used
(RAN). Replacing the point-to-point links between the basgy oice transmission; and b) voice has tighter delay and loss
stations and the radio network controllers by an IP RAN hagquirements than data (where retransmission is an option).
the following advantages: We propose and evaluate three congestion control mecha-
o Cost- Point-to-point links including T1 links are expen-nisms to maximize network capacity while maintaining good
sive and cannot be shared. An IP network will benefibice quality:admission control, diversity controhnd router
from statistical multiplexing gains and could be sharedontrol. Call admission control in current CDMA cellular
with other wireless and wireline applications. voice networks is restricted to controlling the usage of air
« Scalability and Reliability- Replacing point-to-point interface resources. We first propose two new enhancements
links by a distributed IP network will provide alternateto CDMA call admission control that consider a unified view

I. INTRODUCTION
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of both IP RAN and air interface resources to adequ

match the number of voice users to the engineered caf i rooe ponte

The principle underlying both schemes is regulation of e@?@ﬁ" Network Center

IP RAN load by adjusting the admission control criterior - Primery

the air-interface. Next, we introduce a novel technique ¢ et ANC MSC (e
diversity control that exploits one of the unique feature Teephone Network
CDMA, namely macro-diversity or soft-handoff. A cellu _ with routrs

user in soft-handoff transmits and listens to multiple | o= Potential

stations simultaneously. During IP RAN congestion, oul i B Botteneek DN [
versity control technique allows dropping of selected fre i

belonging to potentially redundant soft-handoff legs, the Wirdess Aces Nework | Data

reducing congestion gracefully while maintaining adeq Node

voice quality. Last, we study the impact of router contrc Fig. 1. CDMA Wireless Access Network with IP RAN
the form of active queue management [3]. IP routers
a drop tail mechanism during congestion could produce _
delays and bursty losses resulting in poor voice quality. U@ the wireless link thereby increasing CDMA capacity. When
of active queue management at the routers reduces deldyssoft-handoff, a mobile receives multiple frames in the
and loss correlation, thereby improving voice quality duringownlink direction (also called forward link) and combines
congestion. Using simulations of a large mobile network, wi§em to construct a single voice frame. In the uplink direction
evaluate the behavior of the three different control mechanisiaso called the reverse link) the ANC receives multiple frames
and show how these techniques help manage congestion infteg1 the mobile. It performs the frame selection function
IP RAN gracefully. To our knowledge this is the first papewhich involves selecting the frame with the best quality among
to consider the impact of congestion in IP RAN on CDMAhe ones it receives. If the frames from all the different legs
network performance. of a call in soft-handoff call do not arrive within a preset

The rest of the paper is structured as follows. In Section fime interval (20ms in the case of CDMA2000), the ANC
we present an overview of the problem. In Section I, wérwards the current best frame to the network. In other words,
present two call admission control algorithms that take infblate frame is treated as if it were a dropped frame and thus,
account both the air interface and IP RAN resources to regul&@ntrolling delay in the access network is extremely important.
incoming traffic. In Section IV, we present our diversity In addition to frame selection, the ANC also performs
control techniques that selectively drop soft-handoff legs tgverse outer loop power control, in which it sets target signal
control congestion. In Section V, we present our router contri§l noise ratio {/1;) for each mobile at each base station.
technique using active queue management. In Section VI, Wge target {5,/ 1;) is set such that the target frame error rate
present our simulation results demonstrating the benefits of @r the flow after frame selection is maintained below a preset
three congestion control techniques and finally in Section VIimit (such as 1%). Each base station receives the tadrgef,
we present our conclusions. for each mobile device from the ANC and instructs the devices
to increase or decrease their transmission power.

We now describe the operation of the IP network between
the base station and the ANC. On receiving voice frames

In this section we describe the components of a CDM#&om different mobiles, a base station aggregates several voice
wireless access network that uses an IP RAN and identffiames into an IP packet and sends them out towards the ANC.
our problem space. Figure 1 shows a wireless access netwddice frames are typically only few tens of bytes in length.
with mobile devices communicating with base stations ovéiheir aggregation helps in reducing IP header overhead. Voice
wireless links. The base stations communicate with the rdgames belonging to the different legs of soft-handoff are
of the voice or data network through the access netwolitlansmitted by different base stations and hence arrive at the
controllers (ANCs) (also called Radio Network ControlleANC on different IP packets. On receiving IP packets from
RNC, in 3G UMTS [4], and Base Station Controller, BSC, ithe base stations, an ANC demultiplexes the voice frames
CDMA2000 [5]). Note that this part of the network is commormnd performs frame selection and outer loop power control
to both wireless voice and data traffic. The network separafeégctions and forwards the best voice frame uplink. Voice
only beyond the ANC where voice frames are forwarded feames also contain power information that is used by the
the MSC (PSTN) and data frames are forwarded to the ServiS&lC for outer loop power control. Therefore packet loss,
Nodes (Internet). Each base station typically communicategd hence loss of voice frames, due to RAN congestion
with hundred or more mobiles and each ANC typically corsould result in imperfect outer loop power control. This could
trols several tens of base stations. An ANC performs tweause the power consumption in a cell to be higher than its
main wireless functionsframe selectionand reverse outer expected value and thereby reduce the overall capacity. Thus,
loop power contral Frame selection exploits one of the keyontrolling loss in the access network is very important
properties of a CDMA network, namely, soft-handoff. In soft- | _ o
handoff, a mobile communicates with more than one ba&g\eAtlgh%;gshéfwe do not study the imperfections in outer loop power control

power control information, our congestion control mechanisms

station simultaneously. Soft-handoff helps reduce interferentecontrol IP RAN loss.

Il. PROBLEM SETTING
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The link leading to the ANC is likely to become a bottleneckontrol on the reverse link and that the signals transmitted
during congestion because this link carries the aggreg&tem all the mobiles arrive at the base station with the same
traffic of several tens of base stations. While the link wilteceived powelS, the ratio of signal bit energy, to total
be engineered to take into account the statistical multiplexingerference and thermal noise power spectral densityan
gains of this aggregation, offered traffic could temporarilge expressed as [6]
exceed the engineered capacity of the link due to hot spots . S/R

. . By _p

or other reasons. We require mechanlsms to respond t.o these 2 (= 10,801 + 1) + NoBu
temporary congestion events in a graceful manner. This con-
gestion response is the focus of the rest of the_paper. While Wﬁere vy is the channel activity factorf; represents the
focus only on the reverse path from base stations towards hF .

) . Interference due to other cell® represents the mobile trans-
ANC, most of the techniques described here can be applied. . . . . .

mission rate,B,, is the spreading bandwidth, and, is the

to the forward path as well.

In summary, in this paper, we will study the effect ofasingltehermal noise power spectral density. Given a targt/,,

bottleneck link in the common path from the base statio yuth the processing gain represented @s = By /F, the

S : o /
) : . __~number of mobilesM a cell can admit is a function of the
towards their ANC for aggregated CDMA voice traffic arriving ... .

. eceived powelS:
as IP packets and propose solutions to control congestion

@)

gracefully. M=140G 1 __ NoBy >
R T e T e AR
[1l. CALL ADMISSION CONTROL The total received power can be representeftas= v;(1+

fr)SM+N, B,,. Using this expression to obtafas a function

CDMA systems are typically interference limited and rel)()f the total received power and inserting it into Equation 2,

on the processing géirto be able to operate at a low S'gnaIWe can determine the number of mobiles a cell can admit

to-interference ratio. In order to minimize the interference . . !
. vhen the total received signal power i, by the followin
the mechanisms adopted by the CDMA systems control t¥1v v ignal power . by wing

. o L eduation:
power emitted on each channel (in either direction) to kee|o8
the signal-to-interference ratio (SIR) at a receiver at a target 1+ GPW
L S M= LlA2i At )
value. When the power limit of a base station is reached, 1 NoBuw :

the SIR can no longer be maintained at the target level, and Potal=No B

calls serviced by the base station are blocked or droppedWhen the total received power is restricted B5*, the
Hence, call admission is closely tied to power control. TH@aximum number of connections that can be admitted by a
call admission control in current CDMA systems is restricteéell is given by Equation 3. This forms the basis of the air
to controlling the usage of air interface resources. The poirtterface admission control algorithm. Note that this algorithm
to-point access links between the base stations and the ANM@Ss not take the quality of the IP RAN into account. In the
are expected to be loss-free. The presence of an IP RAN addie}t subsection, we enhance this algorithm to also consider
new dimension to this process since a lossy or congested b@seess network load.

effort IP RAN could result in high losses and delays, thereby We end this subsection by describing the relationship be-
reducing the voice quality. In this section, we describe twveen the total received power and the cell load. The cell load,
schemes to enhance the air interface call admission confi@ipresented by, is simply determined by the ratibr/M™*
algorithms that also take the IP RAN loss into consideratiomhere) ™ is the maximum cell capacity or thmole capacity
when deciding on admitting new calls. We first present the cdihe maximum cell capacity)/**, can be obtained by setting
admission control mechanism that considers the air interfabea — 0. Therefore, V™" = 1+ G\, tzryu—r77y - Thus, the
resources only and then describe our two enhancementgai@l received power and cell load are related by the following
admission control that consider a unified view of both the IPquation.

RAN and the air interface resources. P 1
A @
A. Admission Control at Air Interface (CAC) Equation 4 is used for call admission control enhancements

We consider a single base station that is serving a geograpphth€ next subsection.
ical area called aell. The relationship between received power
at the base station and cell load, and an associated admis80rEnhanced admission control

control threshold in terms of the allowed received power | o section, we proposio enhanced admission control

is described as follows. The total interference at a mobil§, ithms which respond to changes in the access network
includes the interference from the mobiles of the same cell aj
the ne_lghbornjg cells, and from therma! noise. For a CDMﬁﬁterface, thereby indirectly adjusting the load entering the
.Ce” with M signals, one for each mobile, there até —1 50055 networkinstead of using the maximum allowable
interferers from the same cell. If we assume perfect pOWgl.qiyeq powerP™ to perform admission control, each base

2Processing gain is defined as the ratio of transmitted signal bandwidthﬁgj‘t_ion_ uses a variable received power threShB_Pd"” that is
the data signal bandwidth. periodically calculated by the ANC. The calculations are based
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on the air interface capacity and cell load, as well as IP RAN Note that Equation 7 can set the allowed cell load to zero.

loss rate. We use a safe-guard mechanism to set a lower limit on the
Our enhanced admission control schemes are callidleshold power according to a predetermined planned load.

Maximum-Power-basedall admission control (CAC-MPC) This also ensures fairness since only cells with higher than

and Usage-basedcall admission control (CAC-UC). Both planned load will be throttled back when the IP RAN is

schemes share the same basic approach: the measured packefested. In this case, we set

loss rate is used to calculate a power scaling faatowhich - D o

is then used to scale the admission control threshdRis, PP = max(P™, aP™}. (®)

for the air interface, thereby throttling incoming traffic and \yhere P is the planned limit on threshold power.

reducing congestion. We first present the general methodolog)g) Usage-based Control (CAC-UC)n Usage-based con-

that we use to adaptively quantify the loss-rate and then presgpf, the admission control threshold powg¥" at a cell is

our two admission control schemes. calculated based on the current load of the cell as well as
1) General MethodologyThe purpose of admission controlthe |P RAN loss rate. The control principle is that the cells

in the IP RAN is to keep the packet loss rate within @jith higher load should bear a larger share of the total load

target level, so that the quality of voice transmission ca@duction. When the loss rate in the IP RAN is higher than

be maintained. We use a feedback control strategy basedié target valueP* is obtained by scaling down the current

a constrained integral control law [7]. In this scheme, th@ceived poweP" of a cell, with the scaling factax obtained

packet transmission between base stations and the ANCung Equation 5. Since this can result in a much smaller power

monitored by the ANC. Since all the uplink traffic will gothreshold relative to the maximum allowable power, the

through the ANC, the ANC can detect the packet loss in thgywer threshold should not be set backie™ immediately

IP RAN. The power scaling factar is calculated periodically after the loss is restored to the target levet™ is scaled up

by comparing the monitored loss rate with a target loss rajgrogressively, using a scaling factor,... greater than one.

With the measured loss rate of the IP RAN representefi asthe usage-based power control algorithm is described below:
and the target loss rate s, the scaling factot for a period

n is calculated as: pacm _ max{ P, a’;pT'f,"P”} if a<lorL>0L"*
_ L_L* min{aP>", P} otherwise
ay, = min{max{ cumin, 1 — 0 ————}, Ctmax}, (5) :
L~ In the above equatiorp™ and p™ represent separately the

where the parameter controls the adaptation speed of thglanned cell load and current cell load. In order to ensure fair-
scaling factor, andy,, and o, are the minimum and maxi- ness to a lightly loaded cell when power is being scaled down,
mum values allowed of the scaling factor. and also to avoid an excessively slow response following a
For an integral controller such as ours, higlaeteads to period of low loss (when the initial value ef is greater than
a faster response. However, higher valuescotan cause one), the load ratio of a cell (relative to the planned load) is
larger oscillation and even instabilities. Also, |f£-2"| is used as an additional scaling factor. The use of the two factors
too large,a will be set to a value that could scale ugi“™ together, instead of using either the load ratio or the scaling
causing undesired air interface control. In order to obtafactora separately, results in faster response to congestion and
tighter control, we constrain within the rangean, - also keeps the loss close to the target level. Furthermore, as
2) Maximum-Power-based Control (CAC-MPC)n our with the maximum power based scheme, we add a safe-guard
Maximum-Power-based control, the admission control thregimechanism to place a lower limit on the threshold power, and
old power P*" is obtained by scaling down the maximunprevent penalizing cells operating below the planned load.
allowed receiving poweP™ by «, when the measured loss Detailed performance evaluation of these two admission

rate exceeds the target value: control algorithms is presented in Section VI.
adm max
P = ol ©®) IV. DIVERSITY CONTROL

Combining Equation 3, 4 and 6, the total number of mobiles Recall that CDMA supports macro-diversity or soft-handoff

a cell can admit is given by: (SHO) in which a mobile user transmits and listens to multiple
A7 _ base stations simultaneously. The uplink packets received at

M= —————— = M™(1 - Py, (7) the multiple base stations are forwarded to the ANC for

1+ SretRim @ frame selection and the best frame is forwarded into the wired

wherep™ is the maximum load allowed corresponding to thaetwork. Diversity allows mobile users to smoothly transition

maximum allowed received powét™ Hence, the total load their connections from one cell to the next without loosing

allowed in a cell isp* =1 — % Since the load cannot connectivity or suffering service degradations as is typical in

be negative, the range;,, o] for the scaling factor ig1 — hard-handoff scenarios.

o 1]. In typical cellular networks, mobiles can be in SHO with up
. _ to six base stations at once with one primary leg and up to five

~ “With the range constraints, care must be takendhabes not get absorbed secondary legs. These multiple legs constitute what is known

into the extreme states. Assume thas the largest error that occurs once the . . . L

system is in closed-loop operation. The parametezan be prevented from @S the mobile’s active set. Field measurements indicate that

being absorbed into the extreme states i “m—Smin, CDMA voice users tend to operate in SHO mode almost half



IEEE INFOCOM 2003 5

of the time, with an average of 1.5 legs per call. However, field Once the drop probability is computed, the SDP and FDP
experience also suggests that the time interval in which a upelicies differ on how it is used to discard the traffic for
actually needs more than one leg tends to be relatively shodan-primary legs. In SDP, the drop probability represents a
and that the primary leg is typically the best quality leg. Thiservice degradation threshold for each cell. This threshold
indicates that there may be extended periods of time wheréndicates what percentage of SHO users need to be in a
user has more than one leg but the primary leg might have betagraded service state for the duration of the control period
sufficient, resulting in some unnecessary redundant trafficand users are randomly selected for degradation. In FDP,
the wireless access network. Clearly, how often this occure drop probability represents the frame drop probability
depends heavily on the aggressiveness or conservativeries®each cell. Every time a cell assembles an aggregated IP
of the active set management policy and relative differenceacket to send to the ANC, it randomly drops secondary voice
in voice quality across the diverse legs due to the air lifkames according to the frame drop probability. Note that the
quality. For wireless access networks where the above fidey difference between SDP and FDP is that SDP does not
observations hold true, one could expect non-primary legs ¢onsider the number of SHO legs each user has in its selection
be redundant often. This redundancy can be exploited usingracess and it forces the discard of all of a degraded user’s
technique we call diversity control. non-primary legs.

Diversity control selectively discards uplink voice radio Restoration is the counterpart to the degradation policies.
frames from potentially redundant secondary legs for sontie SDP, a degraded user is restored at a control period arrival
mobile users at the base stations in such a way that théen its service-level status is toggled to non-degraded. As
voice quality is not noticeably degraded while reducing traffia result, a diversity control period constitutes the minimum
in the IP RAN to manage congestioKey challenges in amount of time a degraded user must wait prior to being
diversity control are the service degradation and restoratiogstored. In FDP, on the other hand, restorations occur on
policies, which dictate how users are chosen for and freadper-leg, per packet-basis, as previously discarded legs are
from diversity control, respectively. re-enabled to transmit. Consequently, FDP exerts a finer grain

We propose and evaluate two diversity control policiespntrol by randomizing the selection of frames to be discarded
referred to as the service-degradation policy (SDP) and tte every single packet transmission, which occurs in the
frame-discard policy (FDP). SDP implements a binary servicaiillisecond timescale rather than on the second timescale
level model for each mobile user, wherein the cells tag SH@here the SDP diversity control period operates.
users as being in a degraded or non-degraded state; mobileSince SDP explicitly affects per-user state, diversity control
with degraded service must discard all their secondary legemes into play on call handoff events, where a change in
FDP, on the other hand, drops secondary legs for SHO usarsiser’'s active set needs to be managed. For instance, if a
randomly, each time a packet is sent by the cell. degraded user looses all its non-primary legs on a handoff,

In both policies, each cell periodically sets a diversitghould this user be restored? If, on the other hand, the handoff
control target based on the estimated packet loss rate in theM®uld add more legs should the new legs be degraded? For
RAN“. The diversity control target for thet” control period simplicity, we assume that degraded users are restored if they
is a drop probability denoted b#,,, computed by a first-order loose all their secondary legs and that degraded users are

autoregressive model given as: prohibited from adding any more legs due to handoff. FDP
L1 would be affected by call handoffs if they were to trigger the
P = max{min{0, Py + o ==}, 1}, (9) re-computation of cell frame dropping probabilities but for

. . simplicity, we make no such assumption.

\év:rirdefljo'sLs : ;TSLa mrjegresetir;gthera?ap;tatlon f‘iseled facéorf'i:qzaf'[r)iversity control, by itself, might not be sufficient to re-

the admission control gcalinssf ate,r iisgec t? {1 gSAI(tah € ?ﬁ&/er from congestion, particularly in situations where the
. N scaiing facto quation >. AtNOUGH 12 ntaneous amount of diversity to be exploited is low or

this equation is very similar to Eq. 5, the drop probability i

the congestion is very high. As a result, it is advantageous
limited to a value range between 0 and 1 and the variance t:ign g y md . 9

t0 adiust for th dl i i apply diversity control in conjunction with load control, to
0 adjust for In€ measured [oss rale error uses a posilive Val, e 'that they jointly achieve the goal of maintaining good

for the adaptgthn speed parameterThis ensures thqt the call quality (by minimizing the average user frame error rate,
drop probability increases as the measured loss rate incre ﬁ)

above the target and that it decreases otherwiseontrols
how smoothly drop probabilities change, leading to higRer
variances asr increases. While higher values of lead to
faster reaction to changes in rate loss, the highgvariances
may sometimes lead to a relatively high mean drop probability. v/ RouTER CONTROL USING ACTIVE QUEUE
It is possible to obtain fast reactivity and a low mean drop MANAGEMENT

probability without introducing high variance by adjusting the . . .
drop probability in a non-linear (e.g., exponential) fashion., When congested, a router typically followslmp tail policy

. . . o wpere packets arriving at the router are queued as long as
However, a discussion of this topic is beyond the scope 81 . )
this paper ere is space to buffer them and dropped otherwise. Even

though it is simple to implement, the drop tail policy poses
“Packet loss rate estimate is conveyed to the base stations by the ANAWO important problems.

In Section VI, we evaluate the potential benefits of diversity
control and discuss the impact of a joint diversity- and load-
control on the CDMA network.
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« If the buffer size is large, the queuing delays can be very 7= fo
high. Given the frame selection deadline of 20ms for Iifr>1
CDMA2000 networks at the ANC, these delays would r=r—1
cause the transmitted packets to arrive at the ANC too late forward packet
to be of any use. However, if the routers could provide else drop packet.

the required delay bound than this problem does not existin the next section, we evaluate the performance impact of
« The packet drops tend to be bursty. In a CDMA systeail three congestion control techniques on the IP RAN.
frames from calls in soft-handoff arrive in different IP
packets at the IP bottleneck link at about the same instant.
If the loss is bursty, the multiple frames associated with
different legs of a soft-handoff call could be dropped at We now study the performance of our congestion control
the same time. When the number of calls in soft-handggblicies in a CDMA IP RAN with a single bottleneck. We use
is large and multiple frames associated with different legs custom designed simulator. The simulator consists of two
of the soft-handoff are good (meaning that it will sufficgparts. The first part simulates user mobility, call generation,
even if any one of these frames is received at the AN@all termination and soft-handoffs. The second part of the
the bursty loss would increase the probability of framgimulator uses the traces generated from the first part and
error. simulates the generation and aggregation of voice frames, IP
Active queue management (AQM) [3] is a form of routepackettransmission through a single bottleneck link, and frame

control that attempts to provide congestion control by mont€lection at the ANC.

toring the congestion state of a router queue and pro-actively'© Simulate a very large PCS network, the authors in [11]

dropping packets before the buffers become full and queuifi§vocate a wrap-around topology. This approach eliminates
delays become too high. Some of the AQM policies (fdf'® boundary effects in an un-wrapped topology. Thus, we
e.g., [8]) drop packets with a certain probability to avoid burs§imulate our PCS network using a wrapped mesh topology
loss. with the number of cells ranging fro5 to 64. In order to

It appears thathe random dropping and tight delay featureSimulate soft—handoffs, we assume that the_ neigr_\borir)g cells
of AQM policies are an excellent fit for the unique delag}op,left,bqttom,rlght) overlap. This results in regions in the
deadline and soft-handoff requirements of a CDMA acce€Work with one, two, and four soft-handoff legs. We assume
network For example, an AQM policy could reduce théhat the mobile user spends an exponential amount of time
queuing delays in the routers so that the voice frames could!Bef2ch region with average residence times in regions with
received at the ANC by the deadline. An AQM policy coul®ne, two and four legs dlst_rlbuted W|_th the ratio 10:4:2.5.
also help prevent all the frames associated with different le§3® movement of the mobile users is based on the two-
of a soft-handoff call from being dropped. It should be notegfmensional random walk model used in [12]. In this model,
that proposing or designing an efficient AQM policy is nothe mobile users move to one of_ their n@ghbormg cells with
within the scope of this paper. Rather, we want to study ifggual probability. In our simulation, wh|le the user always
impact of router control using any reasonable AQM policy. MOVeS from a one-leg to a two-leg region and from a four-

In order to examine the benefits of AQM, we study the uigg to a two-leghreﬁlon,hwe _blas thi m?]vementfs frqm two
a variant of the RED AQM policy called SRED, first propose 9 rleglons,_suc é at It erezlso a iO/" ¢ e;nce_ 0 gomgf to a
in the context of signaling overload control in [9]. This |oolic3pne €g region and only a 0% chance of going to a four-
uses a timer-based approach in which the bottleneck qué‘ﬁ% region. This movement behavior coupled with the average

length is measured and an exponentially weighted moviﬁ%sidence times in the different regions gives us an average

average(,, is computed ever{” time units.Q,, is compared active soft-handoff Igg value of 1.44 which is close. to the
to a minimum and a maximum queue length, denateg, 1.5 value observed in current CDMA networks. Mobiles are
and Q,... respectively, and a fraction of packets that couldenerated randomly and uniformly across the cells. Since we

be allowed into the queue is computed. The function ére simulating voice traffic, we generate call arrival events

determining the fraction allowed in the (n+1)’th intervl,; 1 drawn frpm a poisson distribution at a rate that vares with
is described below. the required simulation load and the number of subscribers.

The simulation parameters adopted for air interface are as

VI. PERFORMANCE STUDY

Jmin, Qn > Qmax follows. We use three sectors per cell in our simulation, and
forr =2 b Qn < Qmin the sector gain is set to 2.55 [13]. We set the ratio of bit energy
max (fmin, %) . otherwise to noise density&,/I; to 7 dB, the spreading bandwidth,,

to 1.23 MHz, thermal noise of a cellV,B,, to —108 dBm,
fmin 1S the minimum fraction allowed in a given time intervalvoice rate to 9.6 kb/s and activity factor to 0.5, and other cell
It is set to a very small value. Once the fraction allowethterference parametef; to 0.67. The maximum allowable
is computed, a deterministic algorithm, first proposed lgell load and engineered load for each cell are 0.9 and 0.7
Hajek [10] and shown to perform well in [9], is used taespectively. The RAN is provisioned to support the total
drop incoming packets. Hajek's deterministic algorithm isngineered load of all the cells. While the modeling of the
described below. A variable is first initialized to O, then dynamic quality behavior of soft-handoff user legs remains
the forward/drop decision procedure described below is useah. open research issue, we assumed a simple model where
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0.15

i

weights are assigned to each user leg, adding up to 1.0 aci —TTe S
all legs and biasing the weight of the primary leg to be highe: g "0~ cAc-wee o8 “'lgw,,”

In order to isolate the effects of congestion in the RAN, Wf—f 01 o ‘\”"' .
assume that the bottleneck is only in the IP RAN and there £ 500 ®-s6o-2
enough capacity at the air interface. Based on the call arri 3005 °;’o.4
and handoff events in the trace, we generate voice frarrgy' 8_02 —Cac
every 20ms for each active call. These frames are sent < AP S' oot
the appropriate base stations. The base stations then aggre =~ @——e<=— ————' O % os om 09 s
these frames into IP packets which are then sent to the Al Offered load (a) Offered load (b)
through the bottleneck link. The provisioning in the RAN i¢
such that when the load of all the cells is 0.7, the planne ** e =
load, and the bandwidth utilization of the bottleneck link ir 0. CacuRe 8ol o e P
the RAN is 0.90. The maximum drop-tail router delay is sex o1 o 7
to 20ms. i % o 4

The scaling factor for load control in the RAN is calcu- 9’005 2 d
lated using Equation 5. For both maximum-power-based lo. ~ =005
control and usage-based load control, the typical paramet 4 o-o-9o °

are 0.01 for the targeted packet loss rate at the RAN, 0. O & 09 0% == e 08 om 09 s
for the scaling factor adjustment parametersand 0.1 for Offered load (c) Offered load (d)
the minimum value ofa. The maximum value ofv is set

to one for maXImum_power_based |Oad Control and 13 fgrg 2. Performance metrics of CAC, CAC'MPC, and CAC-UC as a function
b d load L Th ical | " i of offered load: (a) average packet loss rate; (b) average power threshold; (c)

usa_ge- ased load control. € typlca_ CP”UO interva tm}@erage frame error rate; (d) average call blocking rate.

period when parameters are updated is five seconds for both

admission control schemes. )

In order to study the impact of our control policies on thgells. 'We also study the impact of load control parameters
CDMA network with an IP RAN, we use the following threeincluding the target loss ratd,*, the load control interval,
performance measures. and scaling factoo. _

« Call blocking rate- Call blocking rate is defined to be We compare the performance of the three schemes using

erage values of the performance measures over the entire

the number of calls blocked over the number of cal@/€@ . . . .
ration of the simulation. This is followed by a comparison of

received. This measure shows the direct impact of | behavior of the th h L s
RAN capacity limitations on CDMA network capacity. the temporal behavior of the three schemes. Last, we examine

Frame Error Rate (FER) The frame error rate is Olefinedthe sensitivity of our enhanced call admission control schemes

to be the number of frames not received at the ANC ovif different system paramgter values.
the number of frames sent by the mobile users. We studyl) Performance Comparison of CAC, CAC-MPC, and CAC-

both average and instantaneous FER. C: Fig. 2 (a) and (c) show the variation of the average packet
. Burst Size- Burst size is defined to be the number ofoSs rate and received voice frame error rate as a function of
consecutive frames with errors. the offered load. The loss rate is almost zero until the offered

%%d exceeds 0.7, the planned load. Both maximum-power-
ased control and usage-based control are seen to maintain

o L
a good measure of network efficiency. We now look at 015 e average loss rate at the targeted level, 1%, which is up

r X : .
three congestion control techniques and study the impactzgssaﬁrgii)gvl\’seor ;Ei&t?ﬁafflz?rglzrr];eeozrgrizce(r:rﬁ?-ra'i:ag.ai d
congestion on these performance measures. 9

the average packet loss rate behave almost identically with
changing load. We find similar behavior in other simulations
A. Performance of Call Admission Control Algorithms as well.

We compare the performance of three different admissionWhen the access network is congested, the two enhanced
control schemes — the basic scheme that controls admissiomdmission control schemes reduce the threshold power for
the air interface (CAC) by using a received power thresholdgdmission control. As a result, new calls from heavily loaded
and the two enhancements (CAC-MPC and CAC-UC) thatlls are blocked. Fig. 2 (d) shows that the blocking rate of
measure packet loss rate to regulate the admission conaibthe schemes increases almost linearly as the load increases
power threshold. In addition to the call blocking rate andeyond 0.8. As expected, the blocking rates of the enhanced
the frame error rate performance measures, we also evaluadenission control schemes are higher than that of the basic
the performance of the three schemes with respect to @AC scheme. In practice, due to the self-regulating behavior
packet (aggregated frames) loss rate and average admissibreverse outer loop power control, the ANC would instruct
control power threshold values since these parameters imphet mobiles to increase their power levels since it typically
the admission control algorithms directly. The average powassumes that losses only occur in the air interface. This would
threshold value is normalized with respect to the maximuresult in a higher blocking rate than the blocking rate shown
allowable received power in each cell, and averaged over @llthe figure for the basic CAC scheme.

The frame error rate and burst size together represent a g
measure of user voice quality while the call blocking rate i
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Fig. 3. Probability vs Burst Size, offered load = 0.85, for CAC, CAC-MPC
and CAC-UC
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Fig. 2 (b) plots the average admission power levels for the ) Time (s) (a3)

schemes. It can be seen that CAC-UC allows up to 20% higher
average admission power than CAC-MPC. This is because
CAC-UC responds faster to the changing power level in each S
overloaded cell. However, due to the non-linear relationship G < T
between the admission control power threshold and the air :
interface capacity, the relative decrease in blocking rate is
much smaller than the relative increase in the admission
control power. The call blocking probability for CAC-MPC
and CAC-UC is seen almost identical in Fig. 2 (d).

o
®
&

T
L

Offered load

AC
AC-MPC
-+ CAC-UC
L

. . . . . . .
00 7550 7600 7650 7700 7750 7800 7850 7900 7950 8000
Time (s) (b.2)

Admission power
o
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o

Fig. 3 shows the probability of occurrence of successive g 1
frame errors denoted by the burst size parameter. We find that 3 . .
. . o I PR Ry _ﬂ‘_\,‘—n 'T"u”_“;"‘('” ﬁ‘;_“‘_’;_‘r,_‘_”_""ﬁ’\‘;
both the load control schemgs kgep the burst size low with D I R
the CAC-UC scheme performing slightly better than the CAC- Time (s) (b.3)
MPC scheme. As exp_ecteq, the basic CAC scheme does H8t4 Time variation of offered load, power threshold and packet loss rate
perform as well, showing higher burst losses. for CAC, CAC-MPC and CAC-UC: (a) at offered load 0.8; (b) at offered load

0.06

2) System Dynamicsn order to understand and compar@-9
the temporal behavior of the three schemes, we use a snapshot
of the simulation between 7500 seconds and 8000 seconds. 2223 .
Figs. 4 (a) and (b) depict the variation with time of offered cell Boos
load, the power threshold for admission control, and packet Em
loss rate at two values of average offered cell load, 0.8 and ~ "°* s W \
0.9. 375 38 T s —=
. . Frame number (a) °
As before, maximum-power-based load control results in a
lower (more conservative) power threshold; consequently, the oo
threshold needs to be adjusted less often and less drastically as %oosf
compared to usage-based load control. At the higher offered  &,.!
load, both load control schemes apply a lower power threshold,
while CAC-UC also adjusts the threshold more frequently than
CAC-MPC. Both the load control schemes, effectively control
the packet loss rate keeping it stable and close to the target.
Figs. 4 (a) and (b) also show that CAC-UC and CAC-MP®ig. 5. Time variation of the received voice frame error rate: (a) at offered
have similar behavior of packet loss variation with time. load 0.8; (b) at offered load 0.9.

= CAC
= = CAC-MPC
+++ CAC-UC

R (loa

3.85 39 3.95 4
Frame number (b) x10°

o
=
o

0.035

The instantaneous frame error rate, which directly impac — o oR S oo PG
voice quality, is shown in Fig. 5 (a) and (b), again in thi °®[| 5% 0 v

0.008 (UC)
0.01 (UC)
0.03 (UC)

= 10,008 (UC)

time-window between 7500 and 8000 seconds. Similar to t g °* | o0 o
instantaneous loss rate, the frame error rate is well-controll & ez =252
under both load control schemes. At light to medium load goos
the frame error rate is reduced faster by usage-based cor < oa D
than by maximum-power-based control, but the former scher  ouws
also results in larger and more frequent oscillations. T} d
frame error rate variation is smaller at higher loads, since t ~ ° " Ottered load (d;g ” " "Oftered load (d;g "
admission control power threshold is better-controlled.

3) Sensitivity to Target Loss Rate, Control Interval, anéig. 6. Performance metrics of CAC, CAC-MPC, and CAC-UC as a function

Load Adaptation SpeediWe studv the svstem erformancé’f offered load at target loss rate 0.008, 0.01, and 0.03: (a) average frame error
p y y P fate; (b) average call blocking rate.

16140

E AR

Call blocking rate
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Fig. 7. Performance metrics of CAC, CAC-MPC, and CAC-UC as a functiokig. 8. Performance of CAC and the incremental gains of diversity and load
of offered load with control interval 1s, 5s, and 10s: (a) average frame ermntrol with respect to: a) mean user FER; b) call blocking rate
rate; (b) average call blocking rate.

control(CAC+UC+DIVC= CAC-DIVC). The diversity control
at three different values of the target loss rate: 0.008, 0.Qjeriod is set to 1 second, as preliminary sensitivity studies sug-
and 0.03. Fig. 6(a) shows that the proposed load contigdst this to be a reasonable balance between control overhead
schemes can effectively guarantee a range of voice frame ewnd reactivity. The admission control period is set to 5 seconds,
rates (and similar IP packet loss rates). Fig. 6 (b) shows that done in all previous admission control experiments. The
blocking increases as the target loss rate is lowered (therelgp probability is computed by Equation 9.
increasing voice quality). As before, CAC-UC allows allows a The DIVC curves shown are for the frame-discard policy,
higher power threshold for admission control than CAC-MP@DP, as performance for the service-degradation policy, SDP,
and correspondingly has a slightly lower call blocking rate.is virtually indistinguishable from FDP. Interestingly, we ob-

In order to study the impact of the control interval at whickerve that although both policies differ on how they discard
packet loss is estimated and power thresholds are compuieanes for certain mobile users, the diversity selection effect
by the ANC, we perform simulations for three values of that the ANC masks these differences, resulting in an uplink
control interval: one second, five seconds and 10 seconttaffic stream with the same FER in both cases. This suggests
Fig. 7 (a) shows that more frequent load control leads to lowgrat both streams perform comparably well in discarding the
average loss rate for both control schemes at moderately highs of least quality.
loads. At very high loads, this effect becomes less important,Fig. 8(b) shows that the diversity and call admission controls
because the large difference between the current and tamgdtibit comparable call blocking rate at all loads (note that
values of the packet loss rate results in a very aggressive laad CAC-DIVC and CAC curves are almost identical). This
reduction within a single control interval. Fig. 7 (b) shows thatemonstrates that the enhanced admission control is rarely
the blocking rate does not change appreciably with the testeiggered, if at all, so any call blocking observed is due to
control intervals. the basic CAC scheme and not due to IP RAN capacity

The control factolr in Equation 5 controls the adjustmentonstraints. Diversity control operates at the relatively low call
rate of the load control parameter with respect to change blocking rates of CAC while maintaining the FER at or below
in loss. Hence it controls the rate at which the RAN loathe target level of 1%. Thus, diversity control delivers both
is adjusted towards the target value. We examine the systlw blocking and the desirable FER resulting in a graceful
performance with different values af. A higher value of adaptation to congestion.

o is seen to result in lower average loss rate at moderatelyintuitively, by discarding frames at the cells that would have
high loads only. The effect of on the overall blocking rate likely been redundant in the diversity selection process at the
is small. Our simulations also indicate that a higher valleNC, the packet loss rate in the RAN is reduced. This keeps
of o reduces the frame error rate faster, but results in mate FER below the trigger point where load control would
oscillatory behavior. In our simulations, a value of 0.01 fohave been needed to increase call blocking in order to reduce
o achieves good response to changing load conditions wijthcket loss. For instance, at a load of 95%, using load control
minimal oscillations. only to reduce congestion requires about a 6% increase in the
call blocking rate to maintain a target FER below 1%. CAC,
on the other hand, operates at low blocking rates but does not
react to any fluctuations in RAN congestion state resulting in

We conduct a set of simulations to evaluate the performarieege increases in FER as loss in the RAN increases at higher
of the service-degradation and frame-discard policies (SDdads. This illustrates an important point: provided that soft-
and FDP) for diversity control introduced in Section IV. handoff legs have a high probability of being redundant most

Fig. 8(a) shows frame error rates (FER) while Fig. 8(b) def the time, diversity control results in a win-win by reducing
picts call blocking results. As the mean offered cell load variésss in the RAN and also maintaining low call blocking rates.
from 70% to 95%, both figures compare: a) the performance ofRecall that the aggressiveness with which diversity control
call admission control (CAC) only, against b) the performangeacts to changes in measured rate loss is controlled by the
gains of adding usage-based admission control (CAC+UGeaptation speed parameter We observe that a value of
CAC-UC), and c) the additional gains of adding diversit{).10 for o, used for the simulation results shown in Fig. 8,

B. Impact of Diversity Control
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provides a good balance between fast responsiveness and mean . ‘ ‘ m__
drop probability. Though the variance was reasonable, efforts 0,/ =7 with AQW ]
to further reduce it by lowering the value of would make Cosl

the control's response sluggish, causing the load control to ﬁo-“’
be triggered and subsequently increase the call blocking rate. e G R
For instance, at a load of 95%, values of 0.05 and 0.0kfor 3.75 38 385 3.9 3.95 4

R . . Frame number'(a) x10°
yielded call blocking rates of 11.7% and 13.2%, respectively 1 ‘ ‘
(contrasting with the 9.5% observed for = 0.10). This Sosl
clearly illustrates that while the joint operation of diversity io_e,
and load control is effective at maintaining the target FER, the Soal
trigger point for load control depends on the aggressiveness %ol A ‘
with which the diversity control is tuned to react to congestion “ \ ‘ o ‘

. 3.75 3.8 3.85 3.9 3.95 4
eplsodes. Frame number (b) x10°

It is desirable to use a fast-acting diversity control when- . _
ever possible in order to avoid or minimize the increase Eﬁét?iﬁg gszy": ;(;;"S‘e(a’;“é”;%ef(vb)ogirg_dlwgcgd 85%, Maximum Router
call blocking rates that will ensue when the load control i
triggered. However, regardless of how aggressive the diversity
control policy is, its capabilities are limited by the averageehavior. First, the router is able to bound the delays of
amount of redundant data available for discard at the celpackets within the required threshold. An attempt to reduce the
When the average load increases beyond the limits of wigiglay causes unnecessary loss. Proactively dropping packets
diversity control can manage, load control should be applié@es not speed up the load control because load control
to increase call blocking rates in order to ensure acceptablerates at much larger time scales (5 seconds). Second, in our
quality levels are maintained. The application of both loa@gkperiments, the probability of multiple frames associated with
and diversity controls, in fact, achieves the joint goal dfifferentlegs of a soft-handoff being good is low. This implies
maximizing network call capacity while minimizing voicethat random packet dropping does not necessarily ensure that a
quality degradations during congestion episodes in the @ood frame is received at the ANC. Hence, there is no drastic
RAN. Note that the benefits of a joint diversity- and loadimprovement in the frame error rate.
controlled RAN are not visible in Fig. 8 because the offered When the router is not able to provide the required delay
load range depicted is well within the limits of what diversityguarantee (for example, to accommodate data bursts), we find
control can independently manage. Simulation experimeitigit turning on AQM helps improve performance considerably,
with both controls operative confirm that diversity control hagspecially when no additional controls such as load control
a dominant effect in this load range. or diversity control are applied at the ANC. We conduct an
In conclusion, since diversity control exploits traffic redunexperiment in which the required delay threshold at the ANC
dancy, it can be a very effective congestion control techniqife20ms but the router queues up packets with a maximum
by adapting to congestion without either increasing the frarélay of 30ms and uses SRED as the AQM policy. Fig. 9 (a)
error rate or blocking. However, its performance depengBows the frame error rate as a function of frame number.
crucially on the average amount of redundancy per user (ilggre, only the basic CAC scheme is being used. The average
number of SHO legs) as well as on the ability to select lovgell load offered to the IP RAN is 85% of the maximum cell
quality legs to be discarded. load. This is much more than the load (70%) that the line
capacity is provisioned to handle. We see that without AQM,
the frame error rate is very high and close to 100% but with
AQM, the frame error rate is brought down to less than 10%.
We now study the impact of router control using activéhis is because the bottleneck queue becomes full very fast
gueue management (AQM) by turning AQM on and off in thand packets do not get processed fast enough. Every packet
router. The AQM policy used in these simulations is describeudiriving after the queue is full or nearly full suffers a delay
in Section V. greater than 20ms and arrives at ANC too late. We also find
We first consider the scenario where a router guarantees tiii@t the average frame error rate over the entire simulation
packets do not experience any delay more than a pre-specifigte is reduced from 98% to 4%, when using AQM with the
delay threshold. The router queue is set to a maximum lengtasic CAC scheme.
such that the queuing delay never exceeds the delay thresholdkig. 9 (b) shows the frame error rate as a function of frame
Any packets arriving when the queue is full are dropped inraumber when maximum power-based load control is used with
drop tail manner. If this delay threshold is set to the tima&QM turned on and AQM turned off. We find that without
by which the packets are expected to arrive at the ANC th&@M, high delays in router queue due to drop tail packet
all packets arrive in time at the ANC. We find that turninglropping cause large spikes in frame error rate. The magnitude
on AQM in this scenario does not help improve the CDMAf these spikes is brought down when AQM is applied. We
network performance. In fact, both the blocking rate ancbserve that the spikes are several hundred frames wide.
average frame error rate are slightly worse than the scenafius is because our load control policy controls admission
when AQM is turned off. There are two reasons for thief new calls only and does not drop existing calls. The

C. Impact of Router Control Using AQM
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existing calls could continue to contribute to the congestiofe]
for several seconds. In our experiments using AQM and CAC-
MPC, we also find that the call blocking rate is brought[3]
down from 15.7% to 13.4% and the average frame error rate
during the entire duration of the simulation is reduced fr0m4]
about 2% to 1%. As expected, our experiments with oth
maximum queuing delay values show that as the maximum
router queuing delay value is increased (i.e., the drop tail buffer
size is increased) the improvement due to AQM becomes ev%’
higher.

In summary, router control using an AQM policy that 8l
ensures smaller delays will result in better CDMA network
performance. [9]

VII. CONCLUSIONS [10]

In this paper, we studied the problem of congestion contrﬁh]
in the IP RAN of a CDMA wireless access network and
examined three control techniques called admission control,
diversity control, and router control. [12

In the case of call admission control, we presented two
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Riverside, CA, November 2001.

B. Hajek, “External splitting of point processes,Mathematics of
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Y.-B. Lin and V.W. Mak, “Eliminating the boundary effect of a
large-scale personal communication service network simulatia@M
Transactions on Modeling and Computer Simulatieol. 1, no. 2, pp.
165-190, 1994.

] Y.-B. Lin and W. Chen, “Impact of busy lines and mobility on cell

blocking in pcs networks,” International Journal of Communication

enhanced admission control mechanisms. These schemes make>SYystems, no. 9, pp. 35-45, 1996.

use of a variable power-based admission control threshold
the air interface to regulate load entering the RAN. Simulations
show that both algorithms are able to control packet loss rate
and frame error rate in the RAN at a desired level. The usage-
based control scheme achieves a higher power-threshold and
hence slightly lower call-blocking than the maximum-power-
based scheme, but the latter scheme results in a smoother,
less oscillatory control. Both algorithms were also shown to
be robust to the control parameters. In the case of diver-
sity control, we proposed two novel policies called Service
Degradation Policy (SDP) and Frame Discard Policy (FDP)
for gracefully adapting to congestion. The results were very
promising. Both policies were shown to be able to adapt to
significant congestion without either increasing the frame error
rate or blocking. In the case of router control, we evaluated an
active queue management policy called SRED and found that
router control that ensures low delays is essential for achieving
low frame error rate during congestion.

Currently, we are studying the impact of these techniques
for IP RAN congestion control in the presence of wireless
data traffic. One interesting difference between voice and data
with respect to the frame selection function of the ANC is
that while the best voice frame is always forwarded, the best
data frame is only forwarded if the cyclic redundancy check
(CRC) is successful. Thus, one can further improve diversity
control techniques by dropping data frames that fail the CRC
at the base station.
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